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Introduction
Functional Verification: Bottleneck
Formal Verification

Completeness Scalability
Simulation

Completeness Scalability
Constrained random stimulus generation

An enhancement to traditional simulation
To find stimuli that would result in different responses for 
the good and the erroneous circuits
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Introduction
Constrained random stimulus generation

Weighted BDD sampling + random walks
SystemC Verification Library

Scalability
SAT-based method

Pre-assignment
Assign values to randomly selected variables

XOR constraints
Adding XOR constraints for randomly selected variables
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Introduction
Our solution

Dynamic: self-adjusting
Irrelative with the detailed design: no coverage 
feedback
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Background
Definitions

Problem: Distribution of K solutions selected from N-sized 
space
Least Even Distribution (LED)

Solutions are the same
Most Even Distribution (MED)

Solutions distributed evenly
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Background
XOR Constraints

A SAT problem with N > 1 solutions can be 
reduced to only one solution (U-SAT) through 
randomly adding some XOR constraints with 
success probability p >= ¼

L. G. Valiant et al., “NP is as easy as detecting unique solutions,”
ACM symposium on Theory of computing, pp. 458–463, 1985.

By adding a random XOR constraint into a SAT 
problem, there is a high probability the solution 
space can be reduced into half.

S. M. Plaza et al., ”Random Stimulus Generation using Entropy and XOR 
Constraints,” DATE, pp. 664–669, 2008.



EDA Lab, Dept.  of Computer Science & Technology, Tsinghua Univ.

Background
XOR Constraints

Original CNF
(a + b)(b + ~c + d)(~a + c + ~d)(c + d)
Initial solution space {0101, 0110, 0111, 1011, 1110, 1111}

The results for added XOR constraints
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Even Distribution Evaluation
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How to Evaluate the Evenness?

Which one is 
more even?

Evaluating methods
Method based on Discrete Fourier Transfer (DFT)
Our methods

Weighted Min-Distance-Sum
Simplified Min-Distance-Sum
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Background
MED in terms of Discrete Fourier Transfer 
(DFT)

A. J. Compton, ”An Algorithm for the Even Distribution of Entities in One Dimension,” the
Computer Journal, Vol. 28, No. 5, pp. 530–537,1985.
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0 1 22n-1

Even Distribution Evaluation
All the possible solutions 
are located on a circle
Problem transfer:

Evenness 
Distance of each adjoining 
solutions
Weighted minimum distance 
sum
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Our Evaluation Methods
Weighted Min-Distance-Sum
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Our Evaluation Methods (Cont’)
Simplified Min-Distance-Sum

D ranges from 0 to 1
Less D means more even distributed
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Difference
Weighted Min-Distance-Sum

1-step to (K-1)-step distances
Complexity: O(K2)
Can distinguish {5,5,6,5,5,6} from {5,5,5,5,6,6}

Simplified Min-Distance-Sum
Only 1-step distance
Complexity: O(K)
Can not distinguish {5,5,6,5,5,6} from {5,5,5,5,6,6}
That is all right for random stimulus generation – no need to find 
the optimal stimulus set 5
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Experiments for Evaluation
Simplified Min-Distance-Sum 
(Simp-MDS)

Time: (1) 0.003s (2) 0.003s
Weighted Min-Distance-Sum 
(MDS)

Time: (1) 0.290s (2) 0.300s
MED in terms of Discrete 
Fourier Transfer (DFT)

Time: (1) 3.585s (2) 4.598s

The trends are similar for 
different test-cases
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Conclusion: Simp-MDS is more efficient than other methods, and it is 
adequate for random stimulus generation
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Self-Adjust Framework based on 
Simplified Min-Distance-Sum 
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Limitation of Evenness Evaluation
This stimulus’s evenness score is good, but it 
is not good for practical simulation
Splitting strategy is needed
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Splitting Strategy
K is the expected number of test vectors
Split each test vector into groups with log2K
width
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Main Framework

The last time?

Initiation

The first time?

End

Generate 
inc_sti stimuli

split_evaluate()

Y

Y

N

Modify inc_sti
and cur_sti

N

Generate the 
last set of 

stimuli
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Split-Evaluation Function
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Experimental Results
Benchmark: s27 in ISCAS89 expanded for 50 
time-frames
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RAN: direct 
random stimulus 
generation
XOR: stimulus 
generation with 
random XOR 
constraints
SELF-ADJ: the 
self-adjusting 
method
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More Results
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Analysis

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Coverage Run Time

RAN

XOR

SELF-ADJ

Average coverage and run time comparison
SELF-ADJ uses the same time to find the same 
number of test vectors with 37% higher coverage 
ratio than RAN
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Conclusions and Future works
Simplified Min-Distance-Sum is efficient and 
adequate for applications in constrained random 
stimulus generation
When the test-case is difficult, the evaluation time 
can be ignored (Solving time >> Evaluation time)
Self-adjusting method can improve the fault 
coverage ratio considerably
Future works:

Algorithm optimization
Apply to high level functional verification
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