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motivation 

 
 Traditionally, the reliability analysis of embedded systems is realized 

by combinatorial methods such as Fault Tree,  Reliability Block 
Diagram [2], Bayesian Network. Those methods are the most widely 
used models for reliability analysis. They are easy to use. 

 
 However, the feedbacks that make the embedded system not 

causal can’t be represented by a FT, RBD, BN model. A 
straightforward extension of these models may result in a graph 
that has cycles, which is not acyclic.     

 
 We model the feedback logic into a DBN, because DBN can handle 

temporal dependencies between various time slices as well as the 
causal dependencies at a single time slice. The proposed model is 
named SDM. 
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Background-Reliability Block Diagram 

 reliability block diagram is a graphical depiction of the 
system’s components and connectors which can be used to 
determine the overall system reliability given the reliability of 
its components 



Background-Fault Tree 

 FT involves specifying a top event such as the failure of the 
system to analyze, followed by identifying all associated 
events that could lead to the top event 



Background-Bayesian Network 

 Bayesian Network  is a directed probabilistic graphical model. 
Each node in the graph represents a random variable, and the 
arc between two nodes expresses the conditional probabilistic 
dependency between the two random variables. The formal 
definition of BN is the tuple <U;E; P>. 



Background-Dynamic Bayesian 
Network 

 Dynamic Bayesian Network is a generalization of 
Bayesian Network to address stochastic processes 
and handle temporal effects of random variables. 
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SDM-Qualitative Part  Construction  
 

 STEP 1: Determine the boundary of the sequential embedded 
system, identify the main components in this boundary, and 
describe the data signal flow through those components. 
 We can accomplish this by referring to the design document, designer, 

implementer and deployer of the system. We construct the model for 
a dedicated system. 



SDM-Qualitative Part  Construction 

 SETP 2: Construct a BN for the presented system, while 
ignoring the feedback. We map a node to each data signal. 
Edges presented in step 1 are regarded as causal or 
dependencies correlation. An arc is added between the nodes 
if the represented signals are connected by a component. 
 This can be easily finished based on the model constructed in the 

previous step. 



SDM-Qualitative Part  Construction 

 STEP 3: Unroll the constructed BN for time slices to 
capture the temporal dependencies caused by signal 
feedback and correlation between time slices. 
 This can be done by adding arcs between nodes from adjacent time 

slices and the feedback signals. The number of time slices is 
dependent on its underlying structure and different systems may need 
different amount of time slices to capture the temporal dependencies. 



SDM-Qualitative Part  Construction 

 STEP 4: Modify the unrolled BN structure to get the sequential 
dependence model, which will be proved to be a DBN. 
 This can be done by deleting some arcs to make the unrolled BN 

structure minimal. 



Qualitative Part  Conclusion 

 With these four steps, we can build a SDM to capture all those 
correlations among the components, especially for the 
feedback that makes the system not causal. Figure 6 shows 
the SDM for the embedded system presented in figure 3. We 
just unroll two time slices and the thick arcs couples the 
adjacent BN to handle the feedback that makes the system 
not causal 



SDM-Quantitative Part Structure 

 In a SDM, we have three kinds of nodes, the root node, the 
feedback node and the ordinary node.  

 

 We need to incorporate the reliability of each component into 
these variables by well defined CPDs. Those CPDs for different 
kind of nodes and different processing structures are listed in the 
following tables. 



Quantitative Part Structure-Root Node 

Table I shows the conditional probability distribution of 
the root node, where E represents the environment of 
the system,       is the entry signal of the system and    is 
the reliability of the system component that generate  
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Quantitative Part Structure-Ordinary 
Node 

Table II shows the conditional probability distribution of 
the ordinary node, where        represents the parent set 
of       . These signals are combined in a serial manner to 
generate the  
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Quantitative Part Structure-Ordinary 
Node 

Table III shows the conditional probability distribution of 
the ordinary node, where those parent signals are 
combined in parallel redundancy to generate a signal 
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Quantitative Part Structure-Feedback 
Node 

Table IV shows the conditional probability distribution of feedback 
node, where      is the feedback variable      represents parent set 
of      from the previous time slice. 
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Quantitative Part Structure Conclusion 

 With those CPD tables, it is easy to incorporate the 
individual component reliability into the SDM model 
of the sequential embedded systems. What we need 
is to change the value of " according to the status of 
the system components and the stated operating 
environment. We can perform predictive and 
diagnostic inferences to study the behavior of the 
whole system or a single component. 
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Experiment-Case study 

 We will illustrate our method with an example, the reliability 
of a sequential embedded system: PLC controller for motor. 
The system is used to control the motor to move forward and 
stop. It is consist of two sensors to sample the move 
instruction and the stop instruction, an I/O buffer to store the 
two sampled inputs, a latch memory to store the feedback 
input variable, a processor to process those three inputs 
according to the embedded ladder program shown in the 
figure, an I/O buffer to store the two outputs of the processer 
and a motor. 



Experiment-Case study 



Experiment-Case study 



Experiment-Complex system 
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CONCLUSION 

 we have constructed a sequential dependency model to 
handle higher order spatial and temporal dependencies 
among components of embedded systems, especially the 
dependencies caused by the feedback of component signals. 
We prove that the sequential dependency model is a dynamic 
bayesian network. Then, we model the reliability of the 
system as a joint distribution function of DBN over the signal 
nodes. The DBN model provides us a convenient way to 
incorporate the error probabilities of each system component 
to carry on predictive inference and diagnostic inference. In 
future, we will pay more attention to the decision order of the 
DBN to ensure that the reliability computation  considering 
feedback will converge. 
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