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The Power/Utilization Wall 4

Utilization Wall: The percentage of a chip that can 
switch at full frequency drops exponentially due to 
power constraints. 
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The Dark Silicon Era 5

Dark Silicon	


The percentage of transistors/
circuit that is  switched off 
(“dark”) due to the limited 
power budget 

Dark Silicon:  

Esmaeilzadeh et al., ISCA’11 
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Near Threshold Computing 6

¨  Vdd aggressively tuned close to the Vth value of 
the transistors 

¨  Lower frequency but larger number of cores 
available  

¨  Promising energy savings 
 (10x) while sustaining 
performance through 
 parallelization 

Pinckney et al., DAC ’12 
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Problem Specification!
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Performance Degradation @ NTC 8

¨  Limited maximum achievable clock frequency 

¨  Vdd-Vth difference reduction imposes a significant 
performance degradation	


 
 
¨  Open Issue: How to sustain performance when 

exploiting higher task parallelism at lower clock 
frequencies under process variability ? 
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The Variability Problem 9

Variability:
the deviation of 
device parameters 
(Vth, eff. channel 
length, etc.) from 
their nominal values

Within-die Variability

Die-to-Die (D2D)
    Variability

Dighe et al., JSSC’11
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Variability @ NTC 10

NTC circuits exhibit 
increased sensitivity to 
process variations 
 

30% deviation in 
frequency

1.7X deviation in leakage 
power 

Dighe et al., JSSC’11
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Proposed Solution/
Framework!
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Abstract view of tile based many-core architecture
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Fig. 1. Framework for variation-aware VI formation.

Single-Voltage/Multiple-Frequencies (SVMF), Multiple-
Voltages/Multiple-Frequencies (MVMF) and Multiple-
Voltages/Single-Frequency (MVSF). While the SVSF scheme
requires overdesigned power management decisions, the
SVMF [21] and MVMF schemes mitigate variations by
exposing the system heterogeneity to the programmer, i.e.
application execution on different clock frequencies across the
cores. In order to alleviate the aforementioned inefficiencies,
we adopt the MVSF power management scheme that enables
to mitigate process variations by tuning the Vdd allocation of
the VIs while exposing to the programmer an iso-frequency
view of the overall manycore platform.

Under this configuration, we first calculate the clock fre-
quency of the platform at NTC regime, fNTC , that satisfies
the performance constraint, Lmin. fNTC will be then used
by the VI formation and variability aware Vdd allocation
module to configure the MVSF decisions. Let LCmax be the
performance, in terms of latency, at the STC regime of a
manycore architecture with Cmax number of cores, running
at fSTC . At STC region, Lmin − LCmax > 0 is the available
slack in latency due to the higher parallelism degree of the
architecture, that can be exploited to run the application in
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Fig. 2. Tile-based manycore architecture and the S1-S8 type of clusters.
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Fig. 3. Manycore architecture: Floorplan and the corresponding Vth and
timing variation maps.

lower frequency. Utilizing this positive slack, the fNTC is
calculated as follows:

fNTC =
LCmax

Lmin
× fSTC (1)

B. Tiled Manycore Architecture Description

While the framework considers the underlying manycore
architecture as a free exploration parameter, we focus our
study on tile-based architectures. Figure 2 shows an abstract
view of the tile-based manycore architecture, as well as the
different intra-tile organizations. We consider four intra-tile
architectures by varying the number of cores per tile and the
memory configuration of the last level cache (LLC) per tile.
Each core owns a private instruction and data cache (P$). The
LLC (LL$) is shared among the different cores composing
a tile. The Intel Nehalem processor [25] configuration for
the core and the P$ has been adopted. While the P$ size
remains constant across the different intra-tile configurations,
the size of the (LL$) is scaled according to the number of
cores in the tiles, keeping constant the total chip area. We
use the following abbreviations for differentiating manycore
architectures based on four tile types: (i) S1: each core owns
a Last Level LL$, (ii) S2: LL$ is shared between 2 adjacent
cores, (iii) S4: LL$ is shared among 4 adjacent cores, (iv)
S8: LL$ is shared among 8 adjacent cores. While S4 and S8
resemble the cluster organizations proposed in [16], [21], we
also explored more fine-grained clusters, i.e. S1 and S2. Tile’s
type defines the minimum VI granularity supported by each
manycore configuration. Thus, for a Si manycore platform the
finest granularity of a voltage domain is i core per VI.
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Voltage Island Formation 13

¨  SFMV(Single Frequency Multiple Voltages) Approach: !
•  One chip-wide frequency but many voltage domains 

(Voltage Islands)!

¨  Each VI can include a certain number of cores and the 
Vdd can be tuned in a custom way!

!
!
¨  Adjust Vdd according to the underlying variability in order 

to reach the desired frequency that sustains the 
application performance!

!

!
!
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Key Point: Sustain the 
STC performance at NTC!
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Fig. 1. Framework for variation-aware VI formation.

Single-Voltage/Multiple-Frequencies (SVMF), Multiple-
Voltages/Multiple-Frequencies (MVMF) and Multiple-
Voltages/Single-Frequency (MVSF). While the SVSF scheme
requires overdesigned power management decisions, the
SVMF [21] and MVMF schemes mitigate variations by
exposing the system heterogeneity to the programmer, i.e.
application execution on different clock frequencies across the
cores. In order to alleviate the aforementioned inefficiencies,
we adopt the MVSF power management scheme that enables
to mitigate process variations by tuning the Vdd allocation of
the VIs while exposing to the programmer an iso-frequency
view of the overall manycore platform.

Under this configuration, we first calculate the clock fre-
quency of the platform at NTC regime, fNTC , that satisfies
the performance constraint, Lmin. fNTC will be then used
by the VI formation and variability aware Vdd allocation
module to configure the MVSF decisions. Let LCmax be the
performance, in terms of latency, at the STC regime of a
manycore architecture with Cmax number of cores, running
at fSTC . At STC region, Lmin − LCmax > 0 is the available
slack in latency due to the higher parallelism degree of the
architecture, that can be exploited to run the application in
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Fig. 2. Tile-based manycore architecture and the S1-S8 type of clusters.
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Fig. 3. Manycore architecture: Floorplan and the corresponding Vth and
timing variation maps.

lower frequency. Utilizing this positive slack, the fNTC is
calculated as follows:

fNTC =
LCmax

Lmin
× fSTC (1)

B. Tiled Manycore Architecture Description

While the framework considers the underlying manycore
architecture as a free exploration parameter, we focus our
study on tile-based architectures. Figure 2 shows an abstract
view of the tile-based manycore architecture, as well as the
different intra-tile organizations. We consider four intra-tile
architectures by varying the number of cores per tile and the
memory configuration of the last level cache (LLC) per tile.
Each core owns a private instruction and data cache (P$). The
LLC (LL$) is shared among the different cores composing
a tile. The Intel Nehalem processor [25] configuration for
the core and the P$ has been adopted. While the P$ size
remains constant across the different intra-tile configurations,
the size of the (LL$) is scaled according to the number of
cores in the tiles, keeping constant the total chip area. We
use the following abbreviations for differentiating manycore
architectures based on four tile types: (i) S1: each core owns
a Last Level LL$, (ii) S2: LL$ is shared between 2 adjacent
cores, (iii) S4: LL$ is shared among 4 adjacent cores, (iv)
S8: LL$ is shared among 8 adjacent cores. While S4 and S8
resemble the cluster organizations proposed in [16], [21], we
also explored more fine-grained clusters, i.e. S1 and S2. Tile’s
type defines the minimum VI granularity supported by each
manycore configuration. Thus, for a Si manycore platform the
finest granularity of a voltage domain is i core per VI.

C. Micro-architectural Process Variation Model at NTC

In order to capture the process variation at the NT regime,
we integrate the Various-NTV [20] microarchitectural model
within the proposed framework. While Various-NTV reuses
the spherical distance function in [26] for modeling the intra-
die spatial correlations, it heavily extends [26] by updating
the STC micro-architectural delay and SRAM cell models
to reflect in a more accurate manner the higher sensitivity
of NTC on process variation. We used ArchFP [27] tool to
automatically generate the floorplan of the targeted many-
core architectures. Based on the provided manycore floor-
plan, Various-NTV generates the corresponding variation maps
accounting for the within-die (WID) and die-to-die (D2D)
process variations. Figure 3 shows the floorplan of the S8
manycore architecture with 128 cores (Figure 3(a)), together
with a sample instance of its Vth variation map (Figure 3(b)).
Assuming B as the set of component blocks found in the
floorplan and D the set of dies, we now define V (i,j)

th , i ∈
B, j ∈ D that corresponds to the Vth of the architecture’s
component i in sample die j. Once extracted, V (i,j)

th is used
for allocating to each component the lowest possible V (i,j)

dd
for sustaining fNTC frequency constraint given that:

fNTC ∝ (V (i,j)
dd − V (i,j)

th )β

V (i,j)
dd

(2)

where β is a technology-dependent constant (≈ 1.5).

D. Voltage Island Formation & Variability Aware Vdd Alloca-
tion

The final phase of the proposed framework first performs
the generation of the VIs and then for each VI solution
computes the per island Vdd assignment that satisfies the
fNTC derived by the latency performance constraint. The
VI formation procedure explores all valid granularities of
rectangular voltage islands in both vertical and horizontal
directions, by grouping together adjacent cores. We use the
notation r × c, i.e. r rows - c cores per row, to indicate the
type of the evaluated VI granularity. Depending on the type
of the underlying tiled architecture (S1, S2, S4, S8), different
constraints are included in the VI formation, since not all the
core groupings are valid. For example, in the case of a S8
tiled manycore, LL$ is shared among 8 cores, thus the finest
granularity that we can be evaluated is 2× 4: 2 rows, 4 cores
per row.

For the jth die, j ∈ D, each VI, k ∈ V I , operates in
its own V (k,j)

dd , tuned for the VIk,j group of processors and
memories. In VIk,j , the core with the highest V (i,j)

th , i ∈ B, j ∈
D determines the Vdd for the specific voltage island, to satisfy
the VIk’s critical path timing. The trade-off by moving towards
coarse grained VI granularities is that, we reduce area cost
since less voltage regulation logic is allocated at the expense
of degrading the power efficiency of the manycore in respect
to the finest possible granularity. For Bk, k ∈ V I , the set of
resources found in VIk and from eq. 2, we calculate V (k,j)

dd
according to the following relation:
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V (k,j)
dd = max

i∈Bk,j∈D

�
V (i,j)
dd

�
(3)

Given the Vdd allocation per VI, V (k,j)
dd , k ∈ V I, j ∈ D,

and the power characterization for the manycore with Cmax

number of cores at STC, we can calculate the power of each
component in NTC. For i ∈ Bk, j ∈ D, k ∈ V I , the dynamic,
DP and leakage, LP , power scaling factors are:

SF (i,j,k)
DP =

�
V (k,j)
dd

VddSTC

�2

×
�
fNTC

fSTC

�
(4)

SF (i,j,k)
LP =

�
V (k,j)
dd

VddSTC

�
× exp

�
VthSTC − V (i,j)

th +DIBL

n× Vthermal

�

(5)

DIBL = λ(V (k,j)
dd − VddSTC ) (6)

where DIBL is the coefficient modeling the Drain-Induced
Barrier Lowering effect, Vthermal is the thermal voltage, and
n is the sub-threshold slope coefficient. The DIBL effect is a
deep-submicron effect and is related to the reduction of the
threshold voltage as a function of the drain voltage. DIBL
is enhanced at higher drain voltage and tends to become
more severe with process scaling to shorter gate lengths.
Lowering supply voltage provides an exponential reduction in
sub-threshold current resulting from the DIBL effect. Figure 4
shows the impact of DIBL effect on the reduction of leakage
power in manycore architectures at NTC regime. As shown, by
moving from STC multicore (16 cores) to NTC manycore (128
cores) architecture configurations, the DIBL effect accounts
for a significant portion of the total power of the system.

IV. EXPERIMENTAL RESULTS

In this section, we experimentally evaluate the efficiency
of the proposed framework. Without loss of generality, we
consider that the performance Lmin corresponds to a 16 core
multicore in the STC regime, while the constraint Cmax targets
a 128 core many-core chip at NTC, at 22nm technology node.
Maximum Vdd was set to 1.05V and the frequency to 3.2 GHz
for the STC regime, according to parameter values derived
from [28] for conservative technology scaling. From Various-
NTV, we extract 100 different variation maps by using a
24x16 grid based on the core/cache granularity. The most
significant parameters and their values are summarized in

C. Micro-architectural Process Variation Model at NTC

In order to capture the process variation at the NT regime,
we integrate the Various-NTV [20] microarchitectural model
within the proposed framework. While Various-NTV reuses
the spherical distance function in [26] for modeling the intra-
die spatial correlations, it heavily extends [26] by updating
the STC micro-architectural delay and SRAM cell models
to reflect in a more accurate manner the higher sensitivity
of NTC on process variation. We used ArchFP [27] tool to
automatically generate the floorplan of the targeted many-
core architectures. Based on the provided manycore floor-
plan, Various-NTV generates the corresponding variation maps
accounting for the within-die (WID) and die-to-die (D2D)
process variations. Figure 3 shows the floorplan of the S8
manycore architecture with 128 cores (Figure 3(a)), together
with a sample instance of its Vth variation map (Figure 3(b)).
Assuming B as the set of component blocks found in the
floorplan and D the set of dies, we now define V (i,j)

th , i ∈
B, j ∈ D that corresponds to the Vth of the architecture’s
component i in sample die j. Once extracted, V (i,j)

th is used
for allocating to each component the lowest possible V (i,j)

dd
for sustaining fNTC frequency constraint given that:

fNTC ∝ (V (i,j)
dd − V (i,j)

th )β

V (i,j)
dd

(2)

where β is a technology-dependent constant (≈ 1.5).

D. Voltage Island Formation & Variability Aware Vdd Alloca-
tion

The final phase of the proposed framework first performs
the generation of the VIs and then for each VI solution
computes the per island Vdd assignment that satisfies the
fNTC derived by the latency performance constraint. The
VI formation procedure explores all valid granularities of
rectangular voltage islands in both vertical and horizontal
directions, by grouping together adjacent cores. We use the
notation r × c, i.e. r rows - c cores per row, to indicate the
type of the evaluated VI granularity. Depending on the type
of the underlying tiled architecture (S1, S2, S4, S8), different
constraints are included in the VI formation, since not all the
core groupings are valid. For example, in the case of a S8
tiled manycore, LL$ is shared among 8 cores, thus the finest
granularity that we can be evaluated is 2× 4: 2 rows, 4 cores
per row.

For the jth die, j ∈ D, each VI, k ∈ V I , operates in
its own V (k,j)

dd , tuned for the VIk,j group of processors and
memories. In VIk,j , the core with the highest V (i,j)

th , i ∈ B, j ∈
D determines the Vdd for the specific voltage island, to satisfy
the VIk’s critical path timing. The trade-off by moving towards
coarse grained VI granularities is that, we reduce area cost
since less voltage regulation logic is allocated at the expense
of degrading the power efficiency of the manycore in respect
to the finest possible granularity. For Bk, k ∈ V I , the set of
resources found in VIk and from eq. 2, we calculate V (k,j)

dd
according to the following relation:
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Given the Vdd allocation per VI, V (k,j)
dd , k ∈ V I, j ∈ D,

and the power characterization for the manycore with Cmax

number of cores at STC, we can calculate the power of each
component in NTC. For i ∈ Bk, j ∈ D, k ∈ V I , the dynamic,
DP and leakage, LP , power scaling factors are:

SF (i,j,k)
DP =

�
V (k,j)
dd

VddSTC

�2

×
�
fNTC

fSTC

�
(4)

SF (i,j,k)
LP =

�
V (k,j)
dd

VddSTC

�
× exp

�
VthSTC − V (i,j)

th +DIBL

n× Vthermal

�

(5)

DIBL = λ(V (k,j)
dd − VddSTC ) (6)

where DIBL is the coefficient modeling the Drain-Induced
Barrier Lowering effect, Vthermal is the thermal voltage, and
n is the sub-threshold slope coefficient. The DIBL effect is a
deep-submicron effect and is related to the reduction of the
threshold voltage as a function of the drain voltage. DIBL
is enhanced at higher drain voltage and tends to become
more severe with process scaling to shorter gate lengths.
Lowering supply voltage provides an exponential reduction in
sub-threshold current resulting from the DIBL effect. Figure 4
shows the impact of DIBL effect on the reduction of leakage
power in manycore architectures at NTC regime. As shown, by
moving from STC multicore (16 cores) to NTC manycore (128
cores) architecture configurations, the DIBL effect accounts
for a significant portion of the total power of the system.

IV. EXPERIMENTAL RESULTS

In this section, we experimentally evaluate the efficiency
of the proposed framework. Without loss of generality, we
consider that the performance Lmin corresponds to a 16 core
multicore in the STC regime, while the constraint Cmax targets
a 128 core many-core chip at NTC, at 22nm technology node.
Maximum Vdd was set to 1.05V and the frequency to 3.2 GHz
for the STC regime, according to parameter values derived
from [28] for conservative technology scaling. From Various-
NTV, we extract 100 different variation maps by using a
24x16 grid based on the core/cache granularity. The most
significant parameters and their values are summarized in

NTC Regime: Variation Aware Voltage Island Formation

NTC Frequency 
Calculation

for Sustaining STC 
Performance

VI Formation & 
Variability Aware Vdd 

Allocation

Floorplan Variability Maps
NTC Power 

Consumption

VI Power 
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Splash-2 Benchmark Suite, run in Sniper sim!

+ an average case workload 
Variability maps: VARIUS-NTV  
 

Karpuzcu et al.,  DSN’ 12 

TABLE I
EXPERIMENTAL SETUP

Parameters Value
Process Technology 22nm

STC Frequency 3.2GHz
STC Supply Voltage 1.05V
Nominal Vth/σVth

0.23V/0.025
Core Area 6mm2

Private Cache Size/Area 320KB/4.14mm2

Last Level Cache Si Size – Area (2× i) MB / (3.88× i)mm2
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Fig. 5. Power reductions: 16-core STC chip versus 128-core NTC

Table I. For our experiments we used five applications from
the SPLASH-2 benchmark suite [29] by using the ”large
dataset” provided within Sniper [23]. The applications exhibit
different speedup scaling degrees, i.e. close to ideal (radiosity),
medium (barnes, water-nsq) and limited (raytrace, water-sp).
Additionally, we examined an average case workload, that
aggregates in the execution sequence the five aforementioned
applications. Specifically, this average case workload is like
executing all the aforementioned applications, one after the
other and then treating it as a single benchmark. In that way,
we manage to see what happens in an average case since
it includes benchmarks that scale well and others that don’t
scale well. We present results regarding the power efficiency
delivered by adopting the proposed approach and we provide
a sensitivity oriented analysis regarding parameters of the
voltage regulation structure.

A. Analysis of Power Gains at NTC Regime

1) Moving from 16 STC Cores to 128 NTC Cores: Figure
5 shows the power consumption when moving from 16 cores
at STC to 128 cores at NTC for each benchmark. Radiosity
delivers the highest power gains since it scales almost ideally
in terms of performance as the number of cores increases.
For the radiosity benchmark we observed a 95% decrement
in power while for the barnes and water nsq that exhibit a
medium scaling behavior, we observe a reduction of 77%. As
shown, the scaling behavior of the applications with respect
to increasing the number of cores, heavily affects the power
efficiency at NTC, since the application takes advantage of the
available performance slack when moving to a large number of
cores. Thus, besides frequency we can aggressively scale down
Vdd as well, and reduce power drastically, taking advantage of
Vdd’s quadratic relation with dynamic power and its linear plus
DIBL relation with leakage current. Raytrace and water sp
exhibit lower scaling degrees, limiting performance boost
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Fig. 6. Power gains of variability-aware NTC technique w.r.t. overdesign

when their load is split and distributed to 128 cores. In this
case, Vdd assignment acquires higher values restricting power
gains. The last column of Figure 5 depicts the power gains
delivered in the average workload. Although benchmarks that
don’t scale well are included, a near threshold Vdd (∼0.4V)
is acquired, delivering a 65% power reduction with respect to
the 16 core STC manycore.

2) Variation Aware versus Overdesign NTC operation: We
compared the power gains delivered by the proposed variation
aware VI formation versus an overdesign approach to mitigate
variation effects. From the Vth distribution, we calculate the
Vdd of architectural components according to Eq. 2, with Vth’s
overdesign value being equal to µVth +3σVth . Figure 6 reports
the gains of the variability aware approach over the overdesign
one. The histograms with the singleVI annotation represent
power gains when having only one VI, and as a consequence
one Vdd for the whole chip. Under a singleVI configuration,
the variation aware approach achieves power gains around 5%,
for all the available cluster architectures (Si, i ∈ {1, 2, 4, 8}).
On the contrary, the histograms with the finestVI annotation
show the power gains achieved by considering the finest VI
granularity possible for each architecture. Since S1 enables
the finest 1 × 1 VI granularity to be exploited, it delivers
the highest gains over the overdesign approach, that range
between 34-42%. In the rest of the architectures, namely (S2,
S4, S8), the gains vary between 29-34%, 25-28% and 18-23%,
respectively.

3) Analysis of VI Granularity on NTC Power Efficiency:

Figure 7 shows the impact of the different voltage island
configurations in terms of power consumption at the NTC
regime. The voltage island formation that has been analyzed
includes all the possible combination in terms of power-of-two
of the cores. We restrict the voltage island granularities to an
aspect ratio between 1 and 1/4 (considering a voltage island
configuration c × r the aspect ratio is c/r). In each case, we
considered the tile size as the smallest possible voltage island.
The constant trend over all the workloads and architectures,
is that finer the granularity of the voltage island higher the
power savings. In fact, selecting smaller voltage islands, we
can cope with the variability in a more aggressive way by
using a fine-grained tuning of the Vdd over the entire chip.
The advantage passing from the single voltage island to the
finest voltage island depends on the different architectural

Speedup: ideal good limited 

radiosity barnes raytrace 

water-nsq water-sp 
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B. Floorplan: 128 cores, 
22nm technology 
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Fig. 1. Performance distribution on a 128-core NTC manycore implementing
the EnergySmart [18] approach.

(a) ManyCore Architecture (b) Vth variation map

Fig. 2. Tile-based manycore architecture (a) and corresponding Vth variation
map (b).

A. Workload Dependent NTC Frequency for Sustained Perfor-
mance

So far, application workloads have been originally devel-
oped and characterized for the STC regime. In order to sustain
STC performance figures (i.e. latency or throughput) when
moving to the NTC regime, the inherent parallelism of the
applications should be exploited [13] to alleviate the impact of
the reduced clock frequencies at NTC. Assuming a minimum
allowed latency Lmin and maximum core count constraint,
Cmax for the NTC manycore, we first calculate the clock
frequency of the platform at NTC regime, fNTC , that satisfies
the performance constraint. Let LCmax be the performance, in
terms of latency, at the STC regime of a manycore architecture
with Cmax number of cores, running at fSTC . At STC region,
Lmin − LCmax > 0 is the available latency slack due to the
higher degree of parallelism of the architecture, that can be
exploited to run the application at lower frequency. Utilizing
this positive slack, the fNTC is calculated as follows:

fNTC =
LCmax

Lmin
× fSTC (1)

The calculated fNTC refers to the target clock frequency
of each core at NTC for sustaining STC performance, without
considering the spatial effects of process variations. Assuming
B as the set of component blocks in the floorplan and D the
set of dies, we define V (i,j)

th , i ∈ B, j ∈ D that corresponds
to the Vth of the architecture’s component i in sample die j.
Once extracted, V (i,j)

th is used for allocating to each component

the lowest possible V (i,j)
dd for sustaining the fNTC frequency

constraint given that:

fNTC ∝ (V (i,j)
dd − V (i,j)

th )β

V (i,j)
dd

(2)

where β is a technology-dependent constant (≈ 1.5). The
extraction of the fNTC and the per component V (i,j)

dd , enables
the adoption of different power management schemes for NTC
operation with guaranteed performance sustainability.

B. Going as Fast as STC: VI Formation and Variability Aware
Vdd Allocation at NTC

Given this NTC scenario, the fNTC and the V (i,j)
dd values

are used by a MVSF power management scheme to form the
voltage island domains and allocate their NTC voltages. The
adoption of the MVSF scheme mitigates variability effects,
while at the same time it derives an iso-frequency view of the
manycore platform. The iso-frequency view of the platform
facilitates the application development and porting, because it
enables a symmetric platform from the performance point of
view. Once the VIs have been defined, we compute the per
island Vdd assignment that satisfies the fNTC constraint.

More specifically, for the jth die, j ∈ D, each VI, k ∈ V I ,
operates in its own V (k,j)

dd , tuned for the VIk,j group of proces-
sors and memories. In VIk,j , the core with the highest V (i,j)

th ,
i ∈ B, j ∈ D determines the Vdd for the specific voltage
island, to satisfy the VIk’s critical path timing. Analyzing the
trade-off by moving towards coarse grained VI granularities,
we reduce area cost since less voltage regulation logic is
allocated at the expenses of degrading the power efficiency of
the manycore with respect to the finest possible granularity.
For Bk, k ∈ V I , the set of resources found in VIk and from
Eq. 2, we calculate V (k,j)

dd according to the following relation:

V (k,j)
dd = max

i∈Bk,j∈D

�
V (i,j)
dd

�
(3)

C. Going even Faster: Variability-aware Vdd Allocation Com-
bined with Best-effort Frequency Assignment under Minimum
Performance Requirements

The MVSF approach presented in the previous section guar-
antees the performance at NTC by allocating in a variability-
aware manner the Vdd to each VI, in order to enable each VI
to run at fNTC (i.e. the minimum clock frequency requested
to sustain STC performance without timing violations). How-
ever, as shown in Figure 1, the effects of process variability
are not monolithic: process variation might generate on-chip
regions with higher Vth values that reduce the achievable clock
frequency as well as regions with lower Vth values that enable
clock frequencies higher than the fNTC to be allocated. The
existence of positive frequency slacks at specific regions of
the manycore platform can be exploited by moving from the
previous MVSF approach to a MVMF power management
scheme to further push system performance. The adoption of
a MVMF scheme enables multiple frequencies to be allocated
within a single VI tailored to the performance capabilities
of the VI’s components, i.e. the underlying tile architecture.
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technique w.r.t Overdesign 21

Single VI: ~ 5% Finest VI: 
S1: 34-42% 
S2: 29-34% 

S4: 25-28% 
S8: 18-23% 

TABLE I
EXPERIMENTAL SETUP

Parameters Value
Process Technology 22nm

STC Frequency 3.2GHz
STC Supply Voltage 1.05V
Nominal Vth/σVth

0.23V/0.025
Core Area 6mm2

Private Cache Size/Area 320KB/4.14mm2

Last Level Cache Si Size – Area (2× i) MB / (3.88× i)mm2

 0

 10

 20

 30

 40

 50

 60

 70

 80

radiosity barnes water-nsq raytrace water-sp average

P
o
w
e
r
 
[
W
]

STC-16

NTC-128s1

NTC-128s2

NTC-128s4

NTC-128s8

Fig. 5. Power reductions: 16-core STC chip versus 128-core NTC

Table I. For our experiments we used five applications from
the SPLASH-2 benchmark suite [29] by using the ”large
dataset” provided within Sniper [23]. The applications exhibit
different speedup scaling degrees, i.e. close to ideal (radiosity),
medium (barnes, water-nsq) and limited (raytrace, water-sp).
Additionally, we examined an average case workload, that
aggregates in the execution sequence the five aforementioned
applications. Specifically, this average case workload is like
executing all the aforementioned applications, one after the
other and then treating it as a single benchmark. In that way,
we manage to see what happens in an average case since
it includes benchmarks that scale well and others that don’t
scale well. We present results regarding the power efficiency
delivered by adopting the proposed approach and we provide
a sensitivity oriented analysis regarding parameters of the
voltage regulation structure.

A. Analysis of Power Gains at NTC Regime

1) Moving from 16 STC Cores to 128 NTC Cores: Figure
5 shows the power consumption when moving from 16 cores
at STC to 128 cores at NTC for each benchmark. Radiosity
delivers the highest power gains since it scales almost ideally
in terms of performance as the number of cores increases.
For the radiosity benchmark we observed a 95% decrement
in power while for the barnes and water nsq that exhibit a
medium scaling behavior, we observe a reduction of 77%. As
shown, the scaling behavior of the applications with respect
to increasing the number of cores, heavily affects the power
efficiency at NTC, since the application takes advantage of the
available performance slack when moving to a large number of
cores. Thus, besides frequency we can aggressively scale down
Vdd as well, and reduce power drastically, taking advantage of
Vdd’s quadratic relation with dynamic power and its linear plus
DIBL relation with leakage current. Raytrace and water sp
exhibit lower scaling degrees, limiting performance boost
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Fig. 6. Power gains of variability-aware NTC technique w.r.t. overdesign

when their load is split and distributed to 128 cores. In this
case, Vdd assignment acquires higher values restricting power
gains. The last column of Figure 5 depicts the power gains
delivered in the average workload. Although benchmarks that
don’t scale well are included, a near threshold Vdd (∼0.4V)
is acquired, delivering a 65% power reduction with respect to
the 16 core STC manycore.

2) Variation Aware versus Overdesign NTC operation: We
compared the power gains delivered by the proposed variation
aware VI formation versus an overdesign approach to mitigate
variation effects. From the Vth distribution, we calculate the
Vdd of architectural components according to Eq. 2, with Vth’s
overdesign value being equal to µVth +3σVth . Figure 6 reports
the gains of the variability aware approach over the overdesign
one. The histograms with the singleVI annotation represent
power gains when having only one VI, and as a consequence
one Vdd for the whole chip. Under a singleVI configuration,
the variation aware approach achieves power gains around 5%,
for all the available cluster architectures (Si, i ∈ {1, 2, 4, 8}).
On the contrary, the histograms with the finestVI annotation
show the power gains achieved by considering the finest VI
granularity possible for each architecture. Since S1 enables
the finest 1 × 1 VI granularity to be exploited, it delivers
the highest gains over the overdesign approach, that range
between 34-42%. In the rest of the architectures, namely (S2,
S4, S8), the gains vary between 29-34%, 25-28% and 18-23%,
respectively.

3) Analysis of VI Granularity on NTC Power Efficiency:

Figure 7 shows the impact of the different voltage island
configurations in terms of power consumption at the NTC
regime. The voltage island formation that has been analyzed
includes all the possible combination in terms of power-of-two
of the cores. We restrict the voltage island granularities to an
aspect ratio between 1 and 1/4 (considering a voltage island
configuration c × r the aspect ratio is c/r). In each case, we
considered the tile size as the smallest possible voltage island.
The constant trend over all the workloads and architectures,
is that finer the granularity of the voltage island higher the
power savings. In fact, selecting smaller voltage islands, we
can cope with the variability in a more aggressive way by
using a fine-grained tuning of the Vdd over the entire chip.
The advantage passing from the single voltage island to the
finest voltage island depends on the different architectural
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S8: 14-18% 

S1: 30-35% 
S2: 24-30% SingleVI    Finest VI 

the finer the granularity of the voltage island the higher the power savings.!
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Fig. 7. Impact of voltage island granularity on power consumption

configuration: 30-35% for 128s1, 24-30% for 128s2, 19-24%

for 128s4 and 14-18% for 128s8. In addition, the impact of

the different voltage island configurations (when composed of

the same number of cores), such as passing from 4×4 to 2×8
or passing from 1 × 4 to 2 × 2, is very limited. Despite the

global trend, analyzing in more detail the power behavior over

all the four clustered architectures, we noticed that the 128s1

architecture is not constantly the best configuration across the

various VI granularities. In some cases the best configuration

shifts over the 128s2 architecture (see water-sp in Figure 7).

This phenomenon depends on the application scalability over

the different clustered architectures.

B. Voltage Regulation Oriented Analysis

The analysis conducted so far considers the ability to ideally

deliver all the requested voltage levels. Since this is not a

realistic scenario according to current state-of-art power supply

architectures, hereafter we analyze the impact of the on-chip

voltage regulator resolution on power efficiency.

We analyzed three different voltage regulator resolutions,

delivering voltage with a precision of (i) 12.5mV, (ii) 25mV

and (iii) 50mV. Adopting the aforementioned schemes, we

demonstrate the effect of allocating integrated regulators in the

NTC region (from [Vth] ←→ [Vth + 200mV ]) that includes

respectively 16, 8, and 4 voltage quantization levels. Figure

8 presents the average power overhead for each one of the

voltage regulator precisions. Power overhead refers to the

normalized difference between the power consumed in the

ideal case (voltage regulator delivering arbitrary Vdd values)

and the power with the specific value of voltage precision. The
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Fig. 8. Impact of voltage regulator resolution on power efficiency at NTC.

results are the average values for all the benchmarks and all the

four architectures that we investigated. As expected, the higher

is the resolution the smaller is the overhead since we are closer

to the ideal case, passing from a 12% at 50mV to less than 3%

at 12.5mV. For the applications that exhibit ideal or medium

scaling with respect to increasing the number of cores, such

as radiosity, barnes and water-nsq, the overhead of 12% can

be efficiently compensated by the low-power consumption at

NTC regime. On the opposite, for the case of applications with

limited scaling, such as raytrace and water-sp, an integrated

voltage regulation scheme that provides high resolution of the

delivered Vdd is preferable.

Finally, Figure 9 shows the Vdd probability distribution

considering the 12.5mV as the regulator’s granularity for the

barnes application running on the 128core architecture and

operating at NTC, across all the examined S1-S8 tile types.

We can observe that the Vdd distribution is very concentrated

across the mean value µ = 0.388V with σ = 0.071V . The
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S1: 35% 
S2: 28% SingleVI    Finest VI 

the finer the granularity of the voltage island the higher the power savings.!
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Fig. 7. Impact of voltage island granularity on power consumption

configuration: 30-35% for 128s1, 24-30% for 128s2, 19-24%

for 128s4 and 14-18% for 128s8. In addition, the impact of

the different voltage island configurations (when composed of

the same number of cores), such as passing from 4×4 to 2×8
or passing from 1 × 4 to 2 × 2, is very limited. Despite the

global trend, analyzing in more detail the power behavior over

all the four clustered architectures, we noticed that the 128s1

architecture is not constantly the best configuration across the

various VI granularities. In some cases the best configuration

shifts over the 128s2 architecture (see water-sp in Figure 7).

This phenomenon depends on the application scalability over

the different clustered architectures.

B. Voltage Regulation Oriented Analysis

The analysis conducted so far considers the ability to ideally

deliver all the requested voltage levels. Since this is not a

realistic scenario according to current state-of-art power supply

architectures, hereafter we analyze the impact of the on-chip

voltage regulator resolution on power efficiency.

We analyzed three different voltage regulator resolutions,

delivering voltage with a precision of (i) 12.5mV, (ii) 25mV

and (iii) 50mV. Adopting the aforementioned schemes, we

demonstrate the effect of allocating integrated regulators in the

NTC region (from [Vth] ←→ [Vth + 200mV ]) that includes

respectively 16, 8, and 4 voltage quantization levels. Figure

8 presents the average power overhead for each one of the

voltage regulator precisions. Power overhead refers to the

normalized difference between the power consumed in the

ideal case (voltage regulator delivering arbitrary Vdd values)

and the power with the specific value of voltage precision. The
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Fig. 8. Impact of voltage regulator resolution on power efficiency at NTC.

results are the average values for all the benchmarks and all the

four architectures that we investigated. As expected, the higher

is the resolution the smaller is the overhead since we are closer

to the ideal case, passing from a 12% at 50mV to less than 3%

at 12.5mV. For the applications that exhibit ideal or medium

scaling with respect to increasing the number of cores, such

as radiosity, barnes and water-nsq, the overhead of 12% can

be efficiently compensated by the low-power consumption at

NTC regime. On the opposite, for the case of applications with

limited scaling, such as raytrace and water-sp, an integrated

voltage regulation scheme that provides high resolution of the

delivered Vdd is preferable.

Finally, Figure 9 shows the Vdd probability distribution

considering the 12.5mV as the regulator’s granularity for the

barnes application running on the 128core architecture and

operating at NTC, across all the examined S1-S8 tile types.

We can observe that the Vdd distribution is very concentrated

across the mean value µ = 0.388V with σ = 0.071V . The

barnes!
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¨  Power overhead: the normalized difference between the power consumed in the 
ideal case and the power with the specific value of voltage precision 

¨  The higher is the resolution the smaller is the overhead 

¨  Even the 12% can be tolerable for applications that exhibit ideal or good scaling 



25 

25

Conclusion!
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¨  A variability-aware framework for exploring the power-efficiency 
of Near-Threshold Computing 

 
¨  Voltage island formation combined with the operation at the near-

threshold regime proposed as an effective technique for building 
power efficient many-core architectures while sustaining super 
threshold performance 

 
¨  Promising results shown, depending on both workload 

characteristics and the underlying architectural organization 
¨  ~ 65% average power gain 
¨  ~ 15-35% extra savings for finest VI granularity 
¨  ~ 2.5 -12% power degradation due to VR quantization 
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Thank You!!!

Questions???
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¨  Narrow Vdd distribution 

¨  No need of allocating multiple levels of supply voltage 
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Fig. 6. Voltage regulator analysis: Power overhead (a) and Vdd probability
distribution (b-d) for three voltage regulator resolutions

in this section we analyze the impact of the on-chip voltage
regulator resolution on power efficiency. We analyzed three
different voltage regulator resolutions, delivering voltage with
a precision of (i) 12.5mV, (ii) 25mV and (iii) 50mV. Figure
6 presents: the average power overhead for each voltage
regulator precision in Figure 6(a) and the Vdd distribution
according to each regulator resolution in Figures 6(b) - 6(d).
The power overhead and the Vdd distributions have been
calculated across the 100 variation maps considering a target
frequency of 400MHz to be sustained.

In Figure 6(a) we refer to power overhead as the normalized
average difference between the power consumed in the ideal
case (voltage regulator delivering arbitrary Vdd values) and the
power corresponding to specific values of voltage precision.
As expected, the higher is the resolution the smaller is the
overhead since we are closer to the ideal case, passing from
a 12% at 50mV to less than 3% at 12.5mV. This limited
overhead value is interesting also considering the results
shown in Figures 6.b-d, where it can be noticed that the Vdd

distribution is very concentrated, which makes the use of the
cost-efficient LDO on-chip regulation [24] schemes feasible to
the NTC regime.

V. CONCLUSION

This paper focuses on the emerging NTC paradigm as a
key enabler for the power-efficient scaling of manycore archi-
tectures. While power efficiency is guaranteed by definition
at the NTC regime, performance guarantee is still an open
challenge. Sustaining STC performance figures during NTC
operation is a critical issue for the wider adoption of the
NTC paradigm. Towards this direction, we presented a set
of techniques for variability-aware voltage island formation
and voltage/frequency tuning that enable moving to NTC
regime while sustaining STC performance guarantees. Exten-
sive experimentation showed the optimization potentials of

moving towards near-threshold voltage computing, outlining
its high dependency on both workload characteristics and
voltage tuning strategy.
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 Vth = thermal voltage 
n     = subthreshold swing coefficient 
γ     =  linearized body effect coefficient, 
η     = DIBL coefficient 

C. Micro-architectural Process Variation Model at NTC

In order to capture the process variation at the NT regime,
we integrate the Various-NTV [20] microarchitectural model
within the proposed framework. While Various-NTV reuses
the spherical distance function in [26] for modeling the intra-
die spatial correlations, it heavily extends [26] by updating
the STC micro-architectural delay and SRAM cell models
to reflect in a more accurate manner the higher sensitivity
of NTC on process variation. We used ArchFP [27] tool to
automatically generate the floorplan of the targeted many-
core architectures. Based on the provided manycore floor-
plan, Various-NTV generates the corresponding variation maps
accounting for the within-die (WID) and die-to-die (D2D)
process variations. Figure 3 shows the floorplan of the S8
manycore architecture with 128 cores (Figure 3(a)), together
with a sample instance of its Vth variation map (Figure 3(b)).
Assuming B as the set of component blocks found in the
floorplan and D the set of dies, we now define V (i,j)

th , i ∈
B, j ∈ D that corresponds to the Vth of the architecture’s
component i in sample die j. Once extracted, V (i,j)

th is used
for allocating to each component the lowest possible V (i,j)

dd
for sustaining fNTC frequency constraint given that:

fNTC ∝ (V (i,j)
dd − V (i,j)

th )β

V (i,j)
dd

(2)

where β is a technology-dependent constant (≈ 1.5).

D. Voltage Island Formation & Variability Aware Vdd Alloca-
tion

The final phase of the proposed framework first performs
the generation of the VIs and then for each VI solution
computes the per island Vdd assignment that satisfies the
fNTC derived by the latency performance constraint. The
VI formation procedure explores all valid granularities of
rectangular voltage islands in both vertical and horizontal
directions, by grouping together adjacent cores. We use the
notation r × c, i.e. r rows - c cores per row, to indicate the
type of the evaluated VI granularity. Depending on the type
of the underlying tiled architecture (S1, S2, S4, S8), different
constraints are included in the VI formation, since not all the
core groupings are valid. For example, in the case of a S8
tiled manycore, LL$ is shared among 8 cores, thus the finest
granularity that we can be evaluated is 2× 4: 2 rows, 4 cores
per row.

For the jth die, j ∈ D, each VI, k ∈ V I , operates in
its own V (k,j)

dd , tuned for the VIk,j group of processors and
memories. In VIk,j , the core with the highest V (i,j)

th , i ∈ B, j ∈
D determines the Vdd for the specific voltage island, to satisfy
the VIk’s critical path timing. The trade-off by moving towards
coarse grained VI granularities is that, we reduce area cost
since less voltage regulation logic is allocated at the expense
of degrading the power efficiency of the manycore in respect
to the finest possible granularity. For Bk, k ∈ V I , the set of
resources found in VIk and from eq. 2, we calculate V (k,j)

dd
according to the following relation:
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V (k,j)
dd = max

i∈Bk,j∈D

�
V (i,j)
dd

�
(3)

Given the Vdd allocation per VI, V (k,j)
dd , k ∈ V I, j ∈ D,

and the power characterization for the manycore with Cmax

number of cores at STC, we can calculate the power of each
component in NTC. For i ∈ Bk, j ∈ D, k ∈ V I , the dynamic,
DP and leakage, LP , power scaling factors are:

SF (i,j,k)
DP =

�
V (k,j)
dd

VddSTC

�2

×
�
fNTC

fSTC

�
(4)

SF (i,j,k)
LP =

�
V (k,j)
dd

VddSTC

�
× exp

�
VthSTC − V (i,j)

th +DIBL

n× Vthermal

�

(5)

DIBL = λ(V (k,j)
dd − VddSTC ) (6)

where DIBL is the coefficient modeling the Drain-Induced
Barrier Lowering effect, Vthermal is the thermal voltage, and
n is the sub-threshold slope coefficient. The DIBL effect is a
deep-submicron effect and is related to the reduction of the
threshold voltage as a function of the drain voltage. DIBL
is enhanced at higher drain voltage and tends to become
more severe with process scaling to shorter gate lengths.
Lowering supply voltage provides an exponential reduction in
sub-threshold current resulting from the DIBL effect. Figure 4
shows the impact of DIBL effect on the reduction of leakage
power in manycore architectures at NTC regime. As shown, by
moving from STC multicore (16 cores) to NTC manycore (128
cores) architecture configurations, the DIBL effect accounts
for a significant portion of the total power of the system.

IV. EXPERIMENTAL RESULTS

In this section, we experimentally evaluate the efficiency
of the proposed framework. Without loss of generality, we
consider that the performance Lmin corresponds to a 16 core
multicore in the STC regime, while the constraint Cmax targets
a 128 core many-core chip at NTC, at 22nm technology node.
Maximum Vdd was set to 1.05V and the frequency to 3.2 GHz
for the STC regime, according to parameter values derived
from [28] for conservative technology scaling. From Various-
NTV, we extract 100 different variation maps by using a
24x16 grid based on the core/cache granularity. The most
significant parameters and their values are summarized in
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get thinner, this current could surpass many other smaller leakages, e.g., weak in-
version and DIBL as a dominant leakage mechanism in the future. Iox is typically
estimated as:

Iox D A:E2
ox :e! B

Eox (2.7)

where Eox is the electric field across the oxide.
In oxide layers less than 3-4 nm thick, there can also be direct tunneling through

the silicon oxide layer. Mechanisms for direct tunneling include electron tunneling
in the conduction band (ECB), electron tunneling in the valence band (EVB), and
hole tunneling in the valence band (HVB).

2.1.3.4 Subthreshold Leakage

Subthreshold current flows from the source to drain even if the gate to source voltage
is below the threshold voltage of the device. This happens due to several reasons.
First is the weak inversion effect: when the gate voltage is below VT , carriers move
by diffusion along the surface similar to charge transport across the base of bipolar
transistors. Weak inversion current becomes significant when the gate to source volt-
age is smaller than but very close to the threshold voltage of the device. The second
prominent effect is the Drain-Induced Barrier Lowering (DIBL). DIBL is essentially
the reduction of threshold voltage of the transistor at higher drain voltages. As the
drain voltage is increased, the depletion region of the p-n junction between the drain
and body increases in size and extends under the gate, so the drain assumes a greater
portion of the burden of balancing depletion region charge, leaving a smaller burden
for the gate. As a result, the charge present on the gate retains the charge balance by
attracting more carriers into the channel, an effect equivalent to lowering the thresh-
old voltage of the device. DIBL is enhanced at higher drain voltage and shorter
effective channel length (Leff) [14]. The third effect is the direct punch-through of
the electrons between drain and source. It occurs when when the drain and source
depletion regions approach each other and electrically “touch” deep in the channel.
In a sense, punch-through current is a subsurface version of DIBL.

As a combination of all these sub-currents, Isub is typically modeled as:

Isub D I0e

VG!VS !VT 0!!VS C"VDS

nVth

 
1 ! e

!VDS

Vth

!
; (2.8)

where Vth D kT=q is the thermal voltage, n is the subthreshold swing coeffi-
cient constant, ” is the linearized body effect coefficient, ˜ is the DIBL coef-
ficient, and I0 is the technology dependent subthreshold leakage which can be
represented as,

I0 D !0Cox
W

L
V 2

th e1:8: (2.9)

The DIBL Effect


