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DRAM Power Management

 Demand of low power systems

 DRAM consumes 25%~60% of the system power [2][3][4]

 DRAM power management is important

 The memory wall

 Limits the system performance

 Makes DRAM power management harder
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DRAM Architecture

 Dual Inline Memory Module

(DIMM)

 Composed of multiple DRAM chips

 Rank

 A set of DRAM chips in a DIMM

 Bank

 Spreads across chips in a rank

 Memory controller

 Reorder Queue (RQ)

 Command Queue (CQ)

 Scheduling

 Power mode switching
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Related Works

 Hybrid main memory

 PDRAM [13][14], cached DRAM [15]

 Re-designing the physical structure of the DRAM

 Array rearrangement [2], Mini-rank [16]

 Adding hardware component to the DRAM

 Intelligent refresh [17], automatic data migration [18]

 Power management policies on the memory 

controller

 Power-down policy

 Scheduler

 Throttling mechanism
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Power Management Policies

 Power-down policy

 Determine when to turn off idle ranks

 Granularity: minimum number of chips to be switched

 Overhead: transition delays

 Time-out power-down [19]

 Queue-aware power-down [21]
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Power Management Policies

 Scheduler

 Schedules the order of request commands in the memory 

controller

 Performance driven scheduler

 Power-aware scheduler [21]
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Power Management Policies

 Throttling mechanism

 Blocks commands until throttle delay (𝑡𝑇𝐷) is reached

 Ranks stay in the low power mode for longer periods
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Our Motivation

 Reduce power with minimal hardware overhead

 Criticality difference between reads and writes

 Knobs

 Throttling mechanism

 Reorder request commands

 Power mode control

 We propose two techniques

 Read-write aware throttling

 Rank level read-write reordering
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Overview

 Greedy power-down memory controller
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 Our work
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Read-Write Aware Throttling

 Based on basic throttling 
[21]

 Blocks commands in the RQ 

Clusters commands into 

command sets 𝑆1, 𝑆2, …, 𝑆𝑛

 Read-write aware throttling

 Read requests in each 

command set?

 Urgent rank vs Trivial rank

 Only allows commands 

targeting urgent ranks to be 

sent to the corresponding 

CQs 
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Rank Level Read-Write Reordering

 Reorder commands within a command set

 Lets the read requests be processed as early as 

possible

 Groups commands based on target addresses

 At most one read request in a command group

 FIFO order for commands in a command group

 FIFO order for read requests across command groups
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A Complete Example
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A Complete Example
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Simulation Environment

 Simulators: Multi2Sim + DRAMSim2

 System: ARM Cortex A9 + DDR2 SDRAM

 Workloads: SPEC CPU2006 (multi-program), 

SPLASH-2 (multi-threaded)

 Policies

 Previous work [21]

 Basic throttling, Power-aware scheduling, Queue-aware 

power-down

 Oracle policy

 Maximum power reduction at zero performance degradation

 Our work

 Read-write aware throttling, Rank level read-write reordering
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Analysis on Different Techniques

 At 𝑡𝑇𝐷 = 400 CPU cycles
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Power and Performance Trade-Off

 Trade-off characteristic for SPEC CPU2006

 ~75% of power reduction is close to the upper bound

 Short throttle delays work well for our work 
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Power and Performance Trade-Off

 Trade-off characteristic for SPLASH-2

 Small difference in power reduction

 SPLASH-2 benchmarks are less memory intensive
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Conclusions and Future Works

 Conclusions

 We propose two techniques

 Read-write aware throttling

 Rank level read-write reordering

 Our work improves the power reduction by 10%~15% on 

average comparing to the previous work [21]

 Our work achieves ~75% power reduction at 1%~3% 

system performance degradation

 Future works

 Run-time throttle delay controller

 Associate with automatic data migration, write 

combining…

 Utilizing deeper power mode
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