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Early Power Estimation for Architecture Exploration

SoC architecture explorations need,
Software/hardware co-designs need,
Always a target of EDA tools.

FPGA co-emulation prototype widely adopted,
But how about power estimation?
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Previous Works Focusing on Module Boundaries.
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A New EDA Flow for Early Power Estimation

Our Contribution
Work for random
logic,
Automatic machine
learning aproach,
Within 5% accuracy
loss,
Sythesizable RTL
instrumentation,
Within 7% extra
LUTs.

Merged EDA flow

RTL NetlistTechnology Libraries

Synopsys Design Compiler

*.sdc *.sdf *.spf Gate Level Netlist Register List

Test Vector

Synopsys VCS Synopsys VCS

Synopsys PTPX

Gate Level VCD Register Toggling Dump

Gate Level Power Power Model RTL Intstrumentation

FPGA Emulation Platform Synopsys Synplify

Real-Time Power Estimator
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Key Registers Indicate Power Consumption

Key register toggling
prorogate with a
logic cone,

Registers flipping
synergy,
Invariant boundary
between ASIC and
FPGA.
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Let Machine Learn the Relationship

Title
Power trace,
Register toggle,
SVD machine
learning,
Calibration X,
Power Prediction.
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RTL instrumentation with Adder Tree

Group according bits
XOR to get toggle,
Same coefficients,
+|- Group,
3-stage adder tree.
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H.264/AVC baseline decoder of QCIF [5]

Title
Total 31K
registers,
400K cycles.
~2K registers
remained.

7% extra for
1-stage tree,
12%, for 2-stage.
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Cross-Prediction Error Results

Normalized RMS error of cycle-by-cycle prediction

NRMSD Akiyo Carphone Claire

Akiyo 2.51% 2.68% 3.20%

Carphone 4.35% 2.53% 4.13%

Claire 3.43% 3.62% 2.22%

Relative errors of total power prediction

Relative Error Akiyo Carphone Claire

Akiyo 0.09% 1.07% 1.89%

Carphone 2.58% 0.24% 3.47%

Claire 0.40% 1.19% 0.29%
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Power Prediction Waveform
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Experiment results on AES [6] and AC97 [7]

AES : 678 registers,
AC97: 2288 registers.

IP Core
Calibration Prediction

NRMSE RelErr NRMSE RelErr

AES 3.25% 3.39% 3.35% 2.45%

AC97 1.74% 0.27% 0.85% 0.75%
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Summary

Work for random logic by a machine learning approach to
abstract power model,
Real-time estimation by RTL instrumentation with
synthesizable model,
<5% power estimation accuracy and <7% LUTs resource
overhead.
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[6] AES IP Core.
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