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Cache Memory

Cache memory uses SRAM cells.
Hardware tag checking mechanism to 
control content of cache memory.
Software does not need to control 
content of the cache memory.



  

Cache Architecture

Automatic 
checking of cache 
hit/miss using tag-
checking process. 
Every instruction 
fetch has to go via 
cache.



  

Scratchpad Memory

Scratchpad memory uses SRAM cells.
No hardware tag checking mechanism.
Software controlled.
Smaller total cells area compared to 
cache memory due to non-existent of 
tag-RAM.
Less energy consumption compared to 
cache memory.



  

Scratchpad Memory

No Tag-RAM.
Smaller chip 
area per bits 
compared to 
cache memory.



  

tag-RAM
36%

data-RAM
64%

Cache Memory

CACTI energy 
estimation tools 
shows that 36% of 
direct-mapped cache 
access energy is due 
to tag-RAM access. 
(0.18 μm)

Energy consumption breakdown for 
instruction cache (direct-mapped).



  

Scratchpad vs Cache



  

Motivation

Embedded application and embedded 
processor are known prior to execution. 
Profiling can identify the hot-spots in 
applications.
We aim to take advantage of profiling 
information, knowledge of the application, and 
the processor architecture for system 
optimization.
We propose the use of instruction scratchpad 
memory (SPM) as a replacement of the 
instruction cache.



  

Motivation

Existing scratchpad memory methodologies 
utilize loop analysis to identify objects that are 
to be executed from the scratchpad memory.
Loop analysis can be a complex procedure to 
execute.
Precise structure of a loop is irrelevant for 
deciding which object is to be executed from 
the scratchpad memory. 



  

Example
for (a=0; a < M; a++) {
   If ( a < K) 
      x = sin(a);
   else 
      x = cos(a);
}

X = sin(a) X = cos(a)

a++;

If (a < K)

K = 100; M=200;
Temporal information can record the time 
difference in the execution of the two paths.



  

Example
for (a=0; a < M; a++) {
   if (a == even) //if ( a < K) 
      x = sin(a);
   else 
      x = cos(a);
}

X = sin(a) X = cos(a)

a++;

If (a < K)

Replace “if (a < K)” with “if (a is even)”
Loop analysis cannot differentiate the two 
cases.



  

Goal

Utilize scratchpad memory as a 
replacement for the instruction cache 
memory.
Use temporal information to analyze the 
temporal proximity of different 
instruction block objects.



  

Existing Work

Existing work on scratchpad memory 
utilization can be classified into:
 Static management of instruction memory
 Dynamic management of instruction 

memory
 Static management of data memory
 Dynamic management of data memory



  

Existing Work

Static management refers to scheme 
where the content of the scratchpad 
memory does not change during the 
execution of a program.
And dynamic management refers to 
architecture that can change the content 
of the scratchpad memory during 
execution.



  

Existing Work

Panda [1997] and Avissar[2002] 
presented schemes for static 
management of data SPM.
Kandemir[2002] introduced dynamic 
management of SPM for data memory.
Udayakumaran[2003] improve the 
dynamic management scheme for data 
SPM.



  

Existing Scratchpad Systems

Steinke [2002] and Angiolini [2003] 
presented scheme for static instruction 
scratchpad memory. 
Janapsatya [2004] presented a dynamic 
management scheme for instruction 
scratchpad memory. 



  

Existing Work

Janapsatya [2004] identify frequently 
executed code segments within the program 
and chose these code segments to be 
executed from the scratchpad memory.
They perform loop analysis to identify start of 
loops as the point in the program to copy 
instruction into the SPM.



  

Concomitance

Concomitance is a quantitative measure 
on the time correlation of two basic 
blocks.
Concomitance is given by the following 
equation: (please refer to paper for 
further details)



  

Concomitance

The following is an example of a 
concomitance graph.
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  beq $2,$0,400ed8 
  addu $8,$0,$2
  addu $3,$0,$7
  addu $6,$0,$0
  lw $2,8($3)
  addu $5,$0,$6
  beq $2,$0,400f58 
  addiu $3,$3,12
  addiu $6,$5,12
  addiu $4,$4,1
  sltu $2,$4,$8
  bne $2,$0,400e98 
  lw $3,4($7)
  sltiu $2,$3,32
  bne $2,$0,400f70
  lw $7,0($7)
  bne $7,$0,400e68 
  addiu $4,$0,392
  beq $4,$7,404798 
  addu $7,$0,$2
  beq $7,$0,400fb0 
  lw $4,-32704($28)
  addiu $2,$7,8
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Concomitance

The concomitance value indicates that 
block A, B, C, and D are highly 
correlated.
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Also block A, B, E, and F are highly 
correlated.
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Also block A, B, E, and F are highly 
correlated.
Indicate 
blocks C, D 
may overlap 
with E, F in 
the memory



  

Allocation Algorithm

Concomitance table 
is build to provide 
information on the 
ranking of different 
basic block.
SPM allocation 
procedure is to 
identify points in the 
program to insert the 
copy instruction.

Program Binary

Simulation 
Platform

Program Trace

SPM Allocation 
Procedure

Build 
Concomitance 

Table

Processor and 
SPM

Energy Model

Energy 
Consumption and 

Performance 
Valuation



  

Allocation Algorithm

Edge-cut procedure is applied to the 
concomitance graph.



  

Allocation Algorithm

Edge-cut procedure is used to 
determine the sub-graphs for allocation 
of basic blocks into the scratchpad 
memory.
The CFG is then used to identify 
locations for inserting the SMI (new 
instruction).
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Green arrows 
show location 
of SMI.

Analyze the 
CFG to 
determine 
locations of SMI



  

Experimental Setup

Program traces were generated using 
SimpleScalar 3.0d [Burger, 1997]
Benchmarks were taken from 
Mediabench suite [Lee, 1997]



  

Experimental Setup

Cache memory and scratchpad memory 
energy model derived from CACTI 
[Shivakumar, 2001] energy model.
Processor energy model derived from 
wattch [Brooks, 2000]



  

Experimental Setup

Performance and Energy Comparison.

SimpleScalar
Simulation

Program
Trace

SimpleScalar 
Binary

Control
Flow Graph
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Table

Edge-Cut
Procedure based on 

concomitance information

Performance and 
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Edge Cutting
Procedure based on 

frequency information[11]

Performance
and energy

measurement.

Instruction Cache misses.

Performance and 
Energy Calculation.
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Processor Model
(Sim-wattch)

Cache and 
SPM model (CACTI)



  

Results
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Results
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Conclusion

Utilize scratchpad memory as a replacement 
of the instruction cache memory.
Concomitance information is used to select 
the basic blocks that are to be executed from 
the scratchpad memory.
Performance improvement and energy 
reduction is achieved compared to system 
with cache memory.



  

Thank You



  

Hardware Modification

SMI initiates 
the SPM 
Controller
BBT stores 
information of 
where to copy 
in I-SPM.

Control
Logic

Address
of DRAM SizeAddress

of SPM

Memory
Controller

Basic Block Table (BBT)

From/to
CPU

To I-MEM 
and I -SPM


