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Deep Submicron Design
 Make transistor on the same die having different delay



4
November, 2005

Deep Submicron Design Issues
 Harder to get exact desired transistor size even on the same die

 Transistor size has directed impact on transistor delay

 Timing calculation becomes more complex

 Not only transistor size, wire size can also suffer from this 
variations
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Static vs. Statistical Timing Analysis
 Static Timing Analysis

 Statistical Timing Analysis (Assume Gaussian distribution)
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What Make SSTA Difficult?
 Correlation

 Maximum/Minimum function’s approximation
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Correlation
 Reconvergence Path Correlation

 Spatial Correlation
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Principal Component Analysis
 Delay estimation with variation
 

d =   d0 

 Principal component analysis classifies each coefficient into 
orthogonal terms

a0 + Σn
i=1 ai ∆xi + an+1 ∆Ra 

b0 + Σn
i=1 bi ∆xi + bn+1 ∆Rb 
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Maximum/Minimum Function Approximation

2 3

1



13
November, 2005

Distribution Approximation
 Assume Gaussian distribution (can be represented by using mean and 

standard variation)

 Addition/Subtraction function results in Gaussian distribution as a 
solution

 Maximum/Minimum function approximation results in a new kind of 
distribution
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Distribution Approximation
 Assume Gaussian distribution (can be represented by using mean and 

standard variation)

 Addition/Subtraction function can be computed using convolution

 Maximum/Minimum function approximation results in a new kind of 
distribution

  

1 1 2

Probability density function
of Gaussian distribution

Cumulative distribution function
of Gaussian distribution
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Retiming Algorithm
 Retiming Algorithm

 Can handle sequential circuits

 Bellman-Ford Algorithm

 Can be modified to handle Statistical Timing Analysis

 Faster comparing with other approaches
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Longest Path Bellman-Ford Algorithm
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Longest Path Bellman-Ford Algorithm
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Longest Path Bellman-Ford Algorithm
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Problems of Bellman-Ford Update
 The approximation error can cause infinite update

 If error bound technique is used, some paths can be ignored
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Problems of Bellman-Ford Update
 The approximation error can cause infinite update

 If error bound technique is used, some paths can be ignored

Not update
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K-SBF Algorithm

Backward node
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Retiming Delay Computation
 Arrival time computation

 Maximum cycle computation

 Retiming delay computation
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Algorithm for Maximum Cycle 
Distribution/Positive Cycle Detection

 Based on modified algorithm by Chen et al, ICCAD04

Backward edge

src sink
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Algorithm for Maximum Cycle 
Distribution/Positive Cycle Detection

 Removing backward edge and compute cycle distribution from 
new src to new sink of the new graph

src

sink
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Positive Cycle Detection

mean (µ) + 3 ⋅ std. variation (σ) ≤ 0
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Bound on Retiming Delay
 Definition
φl :  the value of clock period when gate and interconnect are 

replaced by best case delay value
φm : the value of clock period when gate and interconnect are 

replaced by mean case delay value
φu:  the value of clock period when gate and interconnect are 

replaced by worst case delay value

 φl ≤ φ ≤ φu

 φm ≤ E[φ]
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Sensitivity Parameters for SSTA
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Benchmark Characteristics
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Distribution Comparison on S5378

Monte = Monte-Carlo Simulation
eSBF = SBF with Error Bound
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Distribution Comparison

3.7 hours2.7 hours21 daysruntime

15.26320.6225.17300.4918.92286.63b22o

9.24267.984.08240.016.18267.57b21o

9.33267.136.12229.169.03259.68b20o

10.23247.8818.45212.7210.00247.00b15o

5.31160.435.37117.4210.70161.19b14o

19.33436.7510.45399.6219.41437.02s38584

8.41189.005.28184.954.53187.11s38417

15.72363.377.57317.3215.83363.16s15850

13.05305.768.72279.4713.27304.93s13207

10.51225.537.14164.5816.18229.24s9234

6.51179.475.49163.296.27179.65s5378

std.dev. meanstd.dev.meanstd.dev.mean

kSBFeSBFMonte-Carlo

ckt
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Worst Case Delay Comparison

0.60.70.871Avg.
72.0585121.96145.45b22o
77.9190139.15163.54b21o
70.7583114.78136.12b20o
58.697388.2899.11b15o
56.66179.2790.53b14o

83.51102103.95116.95s38584

53.835472.4983.38s38417
86.47112124.62147.05s15850
82.34101105.47117.26s13207
53.626594.98110.2s9234
49.195857.2566.96s5378
statdeterstatdeter

Retiming dlyNormal dly
ckt
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Algorithm Summary
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Conclusions
 In deep submicron design, it is harder to control 

process parameters.

Process variation will make timing analysis more 
difficult

Here, we propose Statistical Bellman-Ford algorithm 
that can be used to compute longest path with cycle

We show that our result is accurate comparing with 
Monte-Carlo simulation
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