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VIAlRECoRtrHPULIeNS

. New global placement algorithm, Vaastu :

= Continuous + discrete optimization -
& Nonlinear eptimization + network flows.

=« Network flow algorithms are based on the
more accurate half-perimeter wire length
(HPWL) model.

®Uncommon in current placers.



Vieuvation

& Nature of the placement preblem has been changing.
= Need for streng and fast placement algorithms.

* IBM released new designs at ISPD’05/06 for academic
r[esearch.

= Representative of today’s circuits.
# [arge & nontrivial constraints.

& At least 10 research groups publishing work.
= Active research going on.



CUFERRCEesIgnsS = challenges

@ Milliens of medules
= \V/ast selution space.

e EArgernumber eifiixed elStacies/macros
=« Movable medules have to avoid obstacles.

& Lot of fiee space a.k.a Whlte space
= Increases solution space, further.
= Distributed differently in different designs.
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= Nop-linear . Approximates linear HPWL.

> SYNopsys patent.

*: Placers APlace, mPL, NTUPlace3 also use It.
* Function minimizer — Analytic Solver (AS).




Arlelvilczll Pleicaanie s \Wareiits igle
chaliEnege?

& Placement 1 : minima of log-sum-exponent fn.




A NevelWensio Eeeceitigle
PreRIEm
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*. Moedules : Supply

o
N

themselves.

*. Regions : Demand for

modules.

¥, SUpply-demand

Retwork — Bipartite
gliaph.

*. Assignment problem

— find an assignment
of modules to regions.



VWhat else?

*. Minimize the cost ofi assignment.
= Maintain low wire length.

= Minimum cost flow (IVICFEF) problem.

& Solved by > Network flow solver (NES).
= Extract a NF instance from a placement.
= Solve it : find an assignment.



AGVARIE0E

@ \We are treating the problem as partly discrete.

. Modules can spread right through big obstacles.
« We can guarantee that there Is space across them.

= We know this wont worsen HPW.L.



Approach ; Skeleton

Continuous
nonlinear
function
minimizer New indirect
constraints
for the function
minimizer; to get
a new state of
Discrete equilibrium
network flow
problem
solver

Minimized objective

function; a placemen
solution in a state
of equilibrium.

& Analytic Selver (AS) & Network Flow Solver (NES).
& Guarantee the availability of space in the direction of spreading.






PhRYSICAINCIUSIENNG & BN iemation

. Clustering — necessity.
= Othenwise : Impractical to use Network Flows.

. Use ONLY geometric locations of modules
o form: clusters.

« Clusters — supply nodes in graph

*: Divide placement region into bins.
= Bins — demand nodes in graph.



ViRimineositEiowWAiviEeE)vViedel

& For each edge between a cluster & a bin :
= Cost = w(c,b), where c Is the cluster, b is the bin.



(CESieIFassIgnment

" Hew! te calculate cost(c,h) or w(c,n)?

& |.et . denote the set of nets of cluster C.

& Ifi ¢ Is moved to the center of b :
s Wirauis e gaiiin =HPWILE?
« HP == Half-perimeter wire length.

gain(e) = gain(e,b) = Y (HP(v) —HP’(v))

VEN:



(CESIeIFaSSIgRNmMEnt — contad..

INeed ermeximizerte gam - ERPWIE for the
entire assignment.

& [ cost(c, ) Is expressed as below, then :
= VIRIMIZIRG COSE== maximizing gain.

= Minimum cost flow comes Into picture.

we =w(c,b) = —gain(c,b)




CESIHURNCHERNRNACCUIEICY

i MICE cost function Is inaccurate. \Why?

Before Assignment After Assignment



SHEIMEWIREGWAVICE

= Selution? - Sliding windew MCE.

*. Impreve the global MCE assignment.
= Select a small window: ofi bins.

= Run MCE on clusters & bins in the window.

= Slide window.

&Why will this help?



SlEIREIREGWAVICE = conid..

@

Initial Assignment Window Assignment

% Cluster A Is stationary — outside the window.
% Cluster B Is free to move to bin b.



SlEIREIREGWAVICE = conid..

. Smaller window: == higher accuracy.

= Smaller window == lesser scope for
optimization.

@ \We use 8x8, 6x6, 4x4, 2x2 windows In
each Iteration.



PIECEMERMAIGOHUANI= SO far

. Run AS =2 Find minima of leg-sum-exp.
& Initialize num__clusters; //small
= Until {size of cluster Is not small}

Run NES;
Prepare spreading forces for AS;
Run AS; // find new minima

NCrease num_clusters;



NEXINEWSIIGES 2
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VICIESREEUEUP

Clusters
(e1) (p1)

(0,1)
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& |f every c Is mapped against every b, number of edges
will be too high, roughly O(]\V/[?).

* Impractical to use MCF for bigger designs.




ViECESpEcaEtpE Radils

= \Map a cluster ¢ with k closest bins.
s K== RadIus, small user defined parameter.

* Drawpack — Flow feasibility:
= [here may not be a feasible flow.
 Check flow feasinility using Maximum flow.
« |l feasible - solve MCF.
= [ 906 = Increase radius.
= Max flow — much faster than — MCF.




ElERSEEEC=UR  IVIex Elow

. I last few iterations, graph size Increases..
Even with the 1dea ofi radius.

= As We are increasing num_clusters;

&: Need further speed-up.

= Switch to Maximum Flow (ME) instead of MCF (for the
global problem).

& Significantly reduces run time.

= NOTE : Assignment will not be a minimum cost
assignment anymore.
& Use sliding window MCF to improve the assignment.
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ARCHGING

i How/ to) use the assignment given by NES to
spread modules?

*: DO noet move clusters to the assigned bins.

*: |[nstead :

= Create an Anchor for each module at the center of the
assigned bin.

« Create a Pseudonet between each module and its
anchor.
« This s called Anchoring.
& Many analytic placers have related ideas.
& mMFAR adds Fixed-points” — similar in spirit.



ARCHBHNG = NETWEIgtS

. Pseudonet — fake net.
« WWelght < weight of eriginal nets (fixed - 1).

« Reason — AS should not prefer optimizing the
pPSeudonets over original nets.



ARCHBHNG = example

Anchors

Pseudonet




ARCHBING = ConRLa..

*. Initially, assignment found by NES Is not
S0 gooed (In terms of HPWL).

= Due to large overlap.
= Keep weight ofi pseudenets low.

* AS modules spread..
= Assignments get better.
= |ncrease weight on pseudonets.




[NmauenreitNenwork Elows

« |_imitation ofi NES :

= Can not run till the bottom; level :
& 1 node in graph = 1 medule

« Graph size will be huge.

&:\We need to go to bottom level ->

« With clustering >

& All'modules in a cluster have same anchor location
® Modules inia cluster may clump at the center of bin.



CURIRESHIMEN(CIES)

*. I last few iterations, use CLS (Li etal
ICCAD04, ASPDAC’05).
= Very fast. Completely geometric.

= Need to be careful :

®Only use it, when modules have spread
rieasonably.

®Else, severe WL increase.

*, Detalls not discussed here.



Gllogezl] Pleicepieiaie Alejodlialag

= Run AS > Eind minima ofi leg-sum-exp.

. Initialize num_clusters, pseudonet_weight,
radius;
. Until {size of cluster is not small}
« Run NES/CLS;
= Prepare spreading forces for AS;
= Run AS; // find new minima/placement
= Increase num_clusters, pseudonet_weight;
= Decrease radius;




EegalizalionsrDeialied Placement

. After glebal placement, we use FastDP
algonthm (Pan etal, ICCAD05) to legalize
and further optimize the placements.

= Prof. Chris Churs group.
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HPAVISCOMPAISeN — SURSEL 6f

RESUIIS

Circuit APlace KraftWerk NTUPlace3
\/aastu ISPD0O5 ICCADO6 = ICCADO6

adaptec?2 92.97 87.31 95.91 89.85
adaptecs 192.06 187.65 202.9 193.74
bighbluel 98.09 94.64 101.19 97.28
bighblue2 153.43 143.82 157.53 152.20
bighblue3 370.72 357.89 346.01 348.48
bighlue4 828.25 833.21 869.75 829.16
AVerage 1.037 1.00 1.059 1.019

= Betier than all the other published results.




RESUIISISUMIMER

& HPWL
= Best reported WL on the biggest ISPD’05 design

(2millien modules).

= Run time —
s OUrs = 9.6 houis —forall 8 designs.
s APlace (ISPD05) — 113 hoeurs —for 6/8 designs.

=« Much faster than APlace, competitive with
NTUPIlace3 and latest Kraftwerk.



SUMImany,

& Fast & strong placement algorithm for today’s circuits —
\Vaastu.

& Novel features :

= [reat the problem as [partly discrete + partly continuous.
@ Nonlinear optimization + network flows

= Network flow — based on the more accurate HPWL model.

= Effective methods for speeding the algorithm presented.

s [ast, state of the art results.



IERkeyeu!

@ Thanks to :
= Prof. Chrs Chu’s group for providing FastDP.

= Prof. Cheng-Kok Koh and Dr. Chen LI for useful
discussions related to the Analytic Solver.

« Dr. Gi-Joon Namfor organizing ISPD contests, and to
the groups who participated.

i+ |_atest results to be reported at ISPD’07
Placement Contest.
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