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Purpose

Problems when testing ICs:

. Long test times

. High ATE memory requirement
. Low throughput

+ Multi-site testing increases throughput
- Requires ATE memory

+ Abort-on-fail testing lower testing times
- Test data volume remains large

+ Test data compression lower ATE memory
- MISRs cannot terminate immediately when a fault is detected
- Unknowns (X) must be handled

Aim: Define an architecture that allows:
1. High degree of multi-site testing
2. Test data volume compression, and
3. Abort-on-Fail testing
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. Introduction

Testlng

e Given:
— DUT (Device-under-Test)
— ATE (Automatic Test Equipment)
— Test stimuli
— Test responses

ATE

-<




. Introduction

Testl ng
vector {stimuli} {expected responses}
1 {111 110 000} {000 000 011}
2 {111 111 111} {111 000 000}
3 {000 000 000} {000 111 111}
ATE (test stimuli) DUT ATE (produced responses)

X

N

Scan-chain
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ATE (test stimuli) DUT ATE (produced responses)
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. Introduction

Testlng

ATE (produced responses)

000111001
Faulty

111111000

1//2]/1]lollo//o]jo/a/1 <i;ﬂ

[0 N I N

alalalalololc 0\ Scan-chain?
LRttt Scan-chain3

1|
ATE (expected responses)’
Response: 3 2 1

Fault detected by vector 1.
Fault at flip-flop 3 in scan-chain 1

N A A J

Good for diagnosis
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Multi-site test
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Multi-site Testing

Single-site

Multi-site

ATE Device
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Multi-site Testing

ATE dCEs

Ii 1, was

Standard

Broadcast




2. Prior Work

Multi-site Testing

ATE memory requirement

20

15 -

10 ‘GﬁQQ

Degree of multi-site testing (n)
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2. Prior Work

Test Scheduling

ATE (produced responses)

D Logicl

Meml

CPU -Log|c2- C

A

ATE (expected responses)

Fault at module E




2. Prior Work

Abort-on-Fail Testing

ATE (stimuli)

LAl [B][C|[D]

Logic 1

Logic

E

2

ATE (produced responses

ATE (expected responses)
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Abort-on-Fail Testing

ATE (stimuli)

LAl [B][C|[D]

Logic 1

Logic

E

2

ATE (produced responses

n

ATE (expected responses)




2. Prior Work

Abort-on-Fail Testing

ATE (produced responses)

Fault at module E

ATE (expected responses)

¥
4




2. Prior Work
Abort-on-Fail Testing

ATE (produced responses)

Meml
Without Abort-on-Fail | [R&EE -LOQICZ-C

D Logicl A

Time to determine
a possible fault in
module E

Test time

A
v

ATE (produced responses)

With Abort-on-Falil

Test time

+“—>



2. Prior Work

Abort-on-Falil Testing

e Spend less time on faulty circuits
e If the test falls, testing is aborted early

e Low-yielding and short tests should be performed early



2. Prior Work

Abortion Granularity

ATE (produced response)

Meml

-Log|c2- C

D Logicl A

vector {stimuli} {expected response}
1 {111 110 000} {101 000 111}

2 {ooi1fth1 111} {100 011 010} Per vector
3 {000 000 000} {010 100 110}




2. Prior Work

Abortion Granularity

E(T), relative to test completion time

%0
6020 -
0% -

B Test-based
L Pattern-based
B Clock-cycle-based

62| 2| 0| 8| 5 o

SOC TAM width
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Test Data Compression

ATE (test stimuli)

SoC

Module under test

=

MISR




2. Prior Work

Test Data Compression

For all modules

e Fill test stimuli don’t care bits

vector {stimuli} {expected response} vector {stimuli} {expected response}
1 {Ixx xx0 xxx} {x0x xxx x11} 1 {111 110 000} |{x0Ox xxx x11}
2 {xXx1 xx1 xxx} {1xx Oxx xxx} 2 {001 111 1121} |{1xx Oxx xxx}
3 {OX0 XXX XXX} {XXX IXX XXX} 3 {000 000 000} |{xxx 1xx xxx}




2. Prior Work

Test Data Compression

For all modules

e Simulate to find test responses

vector {stimuli} {expected response} vector {stimuli} {expected response}
1 [{111 110 000} |{x0Ox xxx x11} :> 1 {111 110 000}|{101 100 011}

2 {001 111 111} |{1xx Oxx xxx} 2 {001 111 111}/{100 010 010}
3 {000 000 000} |{xxx 1xx xxx} 3 {000 000 000}/{010 101 100}




2. Prior Work

Test Data Compression

For all modules

Compress test stimuli

vector {stimuli} {expected response}

1
2
3

{111 110 000}
{001 111 111}
{000 000 000}

{x0x xxx x11}
{1xx OxXx xxx}
IXxx IxX xxx}

)

{compressed stimuli}

{001 010 101}




2. Prior Work

Test Data Compression

For all modules

Design de-compression logic

Design MISR

vector {stimuli} {expected response}

1
2
3

{111 110 000}
{001 111 111}
{000 000 000}

{x0x xxx x11}
{1xx OxXx xxx}
IXxx IxX xxx}

)

{compressed stimuli}

{001 010 101}
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Test Data Compression

ATE (test stimuli)

001010101

SoC

[WEN

De-compression

Module under test

MISR

DO O
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ATE (test stimuli)

-00101010

SoC

D

De-compression

Module under test
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|_A

D




2. Prior Work

Test Data Compression
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|_A
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De-compression
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Test Data Compression

ATE (test stimuli)

-I-/1-001010

D

De-compression

SoC
Module under test MISR
1 I
1 0
1 1
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Test Data Compression

ATE (test stimuli)

-=-==10/10/10 1

[WEN

SoC

De-compression

Module under test

MISR
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2. Prior Work

Test Data Compression

MISR (produced)

1

Faulty module!

’ But where is the fault?

MISR (expected)
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2. Prior Work

Unknowns (X)

SoC
ATE (test stimuli) Module under test M|SR
---00101 0=l | 1 116
De-compression —% 0
1 1
L I
X

Expected response: 0
1
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Approach

Prior approach:

Proposed approach:




3. Test Architecture
Approach

For all modules

vector {stimuli} {expected responses}

1
2
3

Define Mask

{Ixx xx0 xxx}
{xx1 xx1 xxx}
{OX0 xxx XXX}

{x0x xxx x11}
{1xx Oxx xxx}
XXX IXX XXX}

empty mask
{-n }
{-m }
{- - }



3. Test Architecture
Approach

For all modules
e Define Mask

Responses Empty mask Defined mask

X becomes 0 010 000 011
DO 00 x11} Lo } 1|0 becomes 1 { }

{1xx Oxx Xxx} {--- - -—-- } {100 100 000}
{XXX 1XX XXX} {--- === --- } ‘ {000 100 000}



3. Test Architecture
Approach

For all modules

e Fill all don’t care bits

vector {stimuli} {expected responses} {stimuli} {expected responses}
1 {Ixx xx0 xxx} {xOx xxx x11} {111 110 000} {000 000 111}
2 {xx1 xx1 xxx} {Ixx Oxx xxx} {001 111 111} {100 000 111}

3 {Ox0 xxx xxx} {xXxx Ixx xxx} {000 000 000} {100 100 111}



vector
1
2
3

3. Test Architecture

Approach

For all modules

e Compress test stimuli, expected responses, and mask data

{compressed stimuli}

{stimuli} {expected responses} {mask} {001 010 101}

{111 110 000} {000 000 111} {010 OO0 011} {compressed responses]
{001 111 111} {100 000 111} {100 100 00O} {100 010 110}

{000 000 000} {100 100 111} {000 100 00O} {compressed mask}

{010 111 000}



3. Test Architecture

Approach

For all modules

e Design de-compression logic



3. Test Architecture

Application Ll

Decompress

ATE Module under test

-stimul 1 -
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Compare —— Pass/Fail?
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Decompress




3. Test Architecture

" " SoC
Application
Decompress
ATE Module under test
== ello]2]oll1]lolz]o1 0
1
0
w,
D
(@)
o )
3 Compare —— Pass/Fail?
©
®
7]

Decompress




3. Test Architecture

" | SoC
Application
Decompress
ATE Module under test
0
----01101010
1
0
w)
D
(@)
@) .
3 Compare —— Pass/Fail?
©
)
7

Decompress




3. Test Architecture

Application

ATE

0110101

SoC
Decompress
Module under test
0
1
0
o
D
()
@) .
3 Compare —— Pass/Fail?
©
D
7

Decompress




3. Test Architecture

Application

ATE

011010

SoC
Decompress
Module under test
W)
D
0
3 Compare —— Pass/Fail?
©
®
(7))
(V)]

Decompress




3. Test Architecture

Application

ATE

011010

Decompress

SoC

Decompress
Module under test

0 0
h 1
0 0

O

D

0

3 Compare Pass/Fail?
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3. Test Architecture
Application

produced response

I = I - I W
l 1:ca:re bit
O=don’t care.

o
b

expected (unmasked) response

Pass

mask




3. Test Architecture

Application

ATE

011010

Decompress

SoC
Decompress
Module under test
0 0
B 1
0 0
o
i Scan out
o .
3 Compare Falil
©
@
a
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4. Experimental Results

Experimental Setup

e ISCAS modules and an industrial design

e Facsmile coding; small decompression test program (88 bytes)

e Processor (on-chip or off-chip) for decompression and test evaluation
e Compression=(0riginal bits — Compressed bits)/Original bits



4. Experimental Results

Stimuli compression

100,00

90,00 -
80,00 - Ml
70,00 -
60,00 -
50,00 - | |
40,00 - O Linear Operation

30,00 -
20.00 - B Proposed

10,00 -

O Frecuency-Directed
Run-Length

B Matrix Based

0,00




4. Experimental Results

Stimuli and responses compression

90
80 -
70 -
60 -

50 - @ Stimuli
40 - m Responses

30 -
20 -
10 -




4. Experimental Results

Stimuli, responses and mask compression

28 * 7718
* 6871
i 6552

60 |48,16
50 | 42 14
40 26,13 28,42

30 17.29
20 |

10 -
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Multi-site Testing

THN3280



4. Experimental Results

ATE Memory Usage

ATE memory requirement

20

15 -

0 ‘G@QQ

Degree of multi-site testing (n)



5. Conclusions

Conclusions

Problems when testing ICs:

Long test times
High ATE memory requirement
Low throughput

Abort-on-Fail testing can reduce the test application times
Test data compression can due reduce the ATE memory need
Multi-site test requires ATE memory

Defined: A SoC Test Compression Architecture for abort-on-fail
testing and ATE memory minimization

— Debug and diagnosis

— Test data compression

— Pass/fall test - Abort-on-fail testing (clock cycle granularity)
— 100% X-tolerant

— Constant ATE memory requirement at multi-site test
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