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Introduction — Hardware/Software Partitioning
(Design-time/Static Partitioning)
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. Static HW/SW Partitioning
i B (e
Speedup of 2X to 10X
Energy reduction of 25% to 95%
- Cons:

Cannot adapt to changing system/application
execution

W COPROCESSOR
[FPGA)

2/20



Introduction — Hardware/Software Partitioning
(Dynamic Reconfiguration and Adaptable Systems)
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- Runtime Reconfiguration & FPGAs

- Reconfigure FPGA for different HW circuits
- Dynamically adapt HW at runtime as needed
- Optimize performance or power consumption

- Transmutable Processors [Bauer et al., DAC
2008][Shafique et al., DAC 2009]

- Reconfigure custom instructions within
processor datapath

- Adapts to non-deterministic application
behavior using runtime execution behavior

- Average speedups of 3.6X or energy reduction
of 29%

« Input-Driven Self Configuration [Bruneel et al.
DATE 2009]

- Adapts HW circuit based on actual inputs to the
systems (e.g. common input parameters utilized
within FIR computation)
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Introduction — Hardware/Software Partitioning
(Dynamic Reconfiguration and Adaptable Systems)
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- Runtime Reconfiguration & FPGAs (cont.)

c
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{L {L - Dynamic Co-processor Selection [Fu & Compton,
FPGA 2005][Fu & Compton, FCCM 2008]
E}L Partioring ) « Selects among multiple coprocessor alternatives for
i {L HW circuits with varying area/speedup tradeoffs
« Guided by changes in application phase behavior at
rn_ runtime
Ui

=
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Introduction — Hardware/Software Partitioning
(Dynamic Reconfiguration and Adaptable Systems)

- Runtime Reconfiguration & FPGAs (cont.)

- Warp Processors [Mu & Lysecky, TODAES
2009][Lysecky et al., TODAES 2006]

- Dynamically translates critical SW kernels to
HW to optimize performance or power

- Performance-driven: Average speedup of 2.5X

- Low-Power: Average power reduction of 74%
(@ PROFILER DYNAMICALLY MONITORS

APPLICATION EXECUTION

APPLICATION INITIALLY ™
EXECUTES ON i
MICROPROCESSORQ i

@ ON-CHIP OPTIMIZER

® opTIMIZED A 7 TRANSLATES KERNELS
EXECUTION 2-10X : ¥> O HW WITHIN FPGA
FASTER — OR —
CONSUMES 75%
LESS POWER

@ RECONFIGURE FPGA AND UPDATE
PROCESSOR & FPGA V/F
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Introduction — Hardware/Software Partitioning
(Dynamically Adaptable Systems)
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Dynamically Adaptable Systems:

- Provides advantages over statically
partitioned/optimized implementations:

- Data input can affect application execution

- Execution environment can affect application
execution

- Human-interaction non-deterministically affects
execution behavior

- Accurate runtime execution statistics and
estimation methods are needed to guide
dynamic reconfiguration, adaptation, and/or
optimization methods
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Dynamically Reconfigurable Embedded Systems

(Target Reconfigurable System Architecture)

Profiler

XScale

<= :

Dynamically Adaptable System Architecture:

624 MHz XScale Processor

Voltage scalable with discrete voltage and
frequency settings

32 KB instruction and data caches

FPGA

Model on Xilinx Viretx-4 with 2 independent
reconfigurable regions

Maximum frequency of 175 MHz
Frequency scalable in 5MHz increments

Note: actual maximum frequency
dependent on hardware kernel

32 MB Off-chip Memory

Dynamic Application Profiler (DAProf) [Shankar &
Lysecky, DAC 2009]

Loop-level profiler utilized to determine dynamic
kernel execution statistics
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Dynamically Reconfigurable Embedded Systems

(Target Reconfigurable System Architecture)

XScale

Profiler

o

Dynamically Adaptable System Architecture

Software:
Software available for all kernels

Hardware:
Hardware kernels determined at design time for
any application kernel yielding a
performance/power improvement over the
original software application

If kernel is not available in hardware at time of
execution, software will be utilized

Performance-driven:

Select subset of kernels to configure within
FPGA to maximize performance

Low-Power:

Select kernels to implement within FPGA,
voltage/frequency for processor, and frequency
for each kernel to minimize power consumption
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Profile Assisted System-Level Performance/Power Estimation
(Profile Epoch Based Re-Optimization)

Profiler

XScale

Performance

- Dynamic Application Profiler (DAProf)
@ - Non-intrusive application profiler
Provides loop/kernel-level profiling identifying
frequently executed loops

Provides execution breakdown of executions and
average iterations per execution

Greater than 95% accuracy in reported statistics

Profile epoch (pe) defines the granularity of profile
updates (e.g. every 30 ms)

Updated profile utilized to re-optimize system using
profile assisted estimation framework

Kernels W

P€o pPe; P€t+1 Pet+2
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Profile Assisted System-Level Performance/Power Estimation

(Estimation Framework)

- Kernel Implementation for each Kernel (K)

Execution Cycles per Iteration (Kicydesmer)

- Communication Cycles per Execution (Kicommeycles)
Maximum Frequency (MAX(Fx))

- Static Power Consumption (Pyjtaic))
Dynamic Power Consumption (Pyiyax ki)

« Reconfiguration Time (Txirecons)
Reconfiguration Power (Pxirecont)

- SW Execution Estimate (ExecPath,)

static information

+ Processor/Cache Statistics .

Kernel Selection and V/F Configuration
- Microprocessor Voltage/Frequency (V p/F p)

- Kernel Selection for next Epoch (R,
« Kernel (K) Frequency (F;)

decision variables

%

- Estimated
Performance/Power for Next

Online

i ) Profile Epoch
Estimation

- Power (P[pe;,;,p€i.s])
«  Speedup (S[pe;;1,P€i:2])

£

Execution Profile for each Kernel (Ki)

« Average Cycles per Instruction (CPI)

- Instruction Cache Hits (1$;)/Misses (I$jisses)

- Data Cache Hits (D$,,;)/Misses (DSyisses)

- Data Cache Write Backs (D$yyitcpacks) .

Kernel Executions (Execs;)
Average lterations per Execution (Avglter,)

FPGA Configuration

- Data Cache Replacements (D$gepiacements)

Current Kernels in FPGA (Rgrent)

dynamic information
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Profile Assisted System-Level Performance/Power Estimation

(Performance Estimation)

- Performance Estimation
Estimate speedup starting with Amdahl's Law
considering kernels implemented within FPGA

. s 1
HW /SW [ peq,Pep] — %Execi

1- > %Exec, + )

Speedup;

A LT

[
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Utilize estimate of percentage of execution time for each kernel in previous profile epoch (%Exec;)
Estimated using dynamic profile and estimate of software execution cycles based on static

analysis of application binary
Average Execution Path:

AvgExecPath * Execs * Avglters
ZAngxecPath * Execs * Avglters

%EXxec, =

Maximum Execution Path:

* *
%Exec, = MaxExecPath * Execs; * Avglters

> MaxExecPath * Execs; * Avglters
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Profile Assisted System-Level Performance/Power Estimation
(Performance Estimation)
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- Performance Estimation (cont.)

- F : o &
; . : O ]
- Kernel speedup estimation consider both hardware a < > B <:> E 3
execution cycles and communication cycles: L H O B
| ] EEE R
K. : O 1
Speedupi = i(SW)Time ] ]
+ K C B
O ]

iTime iCommTime

] . g N [ [ I I I |
- Normalize performance estimation to software:

0, .
HW / SWrime = 1 1S oExec; + 3 EXEG

SpeedupHw /sw Speedup;

- Estimate impact of reconfiguration overhead:
SHW /SW[ pei, peis1] = 1*%ReconfTime + Spw /swi pei, peis1] (L—%ReconfTime)

- Percentage of reconfiguration time (%ReconfTime) for the next profile epoch is estimated
based on which new kernels must be configured with the FPGA:

ZTKiReconf
e

%ReconfTime = ,VKi ¢ Reurrent
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Profile Assisted System-Level Performance/Power Estimation
(Power Estimation)
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- Power Estimation ] F h T B

Power Estimation utilizes performarlce egtlmat|on a ‘ ) B <:> 4 C

to determine overall system power including L H O B

. ; : £ ] W S

microprocessor, instruction cache, data cache, O i
FPGA, and off-chip memory E g
H | |

N N N [y [ Y [ N [ |

. Processor:
Pup = Pup(Active) * W% Active + Fup (Idle) * 1P 1d]e
(1- %Exec, +

UFy pane = Speedupyy oy * 2( HoExec, , _ Kicommine )
l\ SP eea‘up! Kl‘lermﬂmr + Kﬂ'ﬁmJ

. FPGA:
R OB [ P Sy
- Dynamic power consumption for each kernel is scaled to the kernel frequency (Fy;)
Fy

J K ( Dynnrice ) ) ( (Fg
AL F K (MAX(F
b £ d d MAX(FK; )
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Profile Assisted System-Level Performance/Power Estimation
(Power Estimation)

. Power Estimation (cont.) LT H%ﬂ i
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« Instruction and Data Cache:

g
[

[t I = [ o A
« Utilize a modified eCACTI cache model to

estimate power consumption of individual

cache accesses

o o o o
[
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Posri * DSory + Pogrm * D8yrm +
LES * ZS
Pos =| Poswh * DSown + Poswm * DSogum +

*
PD$|d|e I:)$%Idle

e * * * *
Pis =Pisrn * 1 Sorn + Prsrm ™ 1 Sorm ™ 1 Soomiss + Prsiate ™ 1 Sogare

- Off-Chip Memory:
- Use cache access statistics to estimate off-chip memory accesses:

I:)Mem = I:)Mem(Static) g MemReads i I:)Mem(Read) s IvlemWrites g I:)Mem(Write)
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Experimental Results
(Experimental Setup)

- Experimental Setup Profiler

- Analyze accuracy and fidelity of profile assisted XScale
online estimation framework

- Utilize estimation to perform both
performance-driven and low-power optimization

- Consider several single task applications from
EEMBC, MediaBench, and PowerStone

- Compare performance and power estimates with accurate simulation based performance and power
analysis

- XEEMU simulator utilized for XScale performance and power analysis [Herczeg et al., PATMOS
2007]

- XEEMU validated using physical measurements to have average performance and power errors
of 3% and 1.6%

- Compare dynamic kernel selection and V/F configuration with optimal kernel selection determined
through exhaustive simulation
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Experimental Results
(Performance Estimation Accuracy & Fidelity)

- Performance Estimation
- Maximum Execution Path provides best performance estimate
- Average accuracy of 82%
- akin to estimate best case performance improvement
- Average Execution Path achieves better accuracy for some applications

- Perfect fidelity
- Kernels selection using online estimation is equivalent to optimal kernel selection
- Average actual speedup of 4.2X (2.2X without brev)

——0— Simulation A AvgExecPath X MaxExecPath
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Experimental Results
(Power Consumption Accuracy & Fidelity)

- Power Consumption Estimation
- Average Execution Path calculation provide best overall performance estimate
- Average accuracy of 76%
- Worst case accuracy of 66%

- Perfect fidelity
- Kernels selection and V/F configuration using online estimation is equivalent to optimal
- Average actual power reduction of 58%

=<0 Simulation A AvgExecPath X MaxExecPath

A
/A y—

Power (mW)

A o+ A & . R NN
@ ;\fb » :\b (\Q N ,bo (8) \\ (8) ‘-]/
NERS NS MRS SN
& 0
Benchmark
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Experimental Results
(Benefits of Dynamic vs. Static Partitioning)

Dynamic optimization (even for a fixed application) can provide better power
optimization compared to statically configured implementation

Execution behavior can change significantly with different task execution and application phases

Average power reduction of 31% (compared to original software)
Average power reduction of 14% (compared to optimal static configuration)
Maximum instantaneous power reduction of 25%

Power (mW)
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MULTITASKED APPLICATION (BREV, G3FAX, MATMUL, TBLOOK)
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Conclusions and Future Work

. Conclusions

- Profile assisted online system-level estimation framework provides an efficient method for
estimating performance and power consumption of dynamically reconfigurable embedded systems

- Capable of dynamically reducing power consumption in response to changing application
demands

- Average accuracy of 82% and 76% for performance and power consumption, respectively

- Performance improves of 4.2X or power reduction of 58% compared to software only execution

« Future Work

- Currently developing online methods for adjusting speedup and power estimation for dynamically
changing multitasked applications

- Develop fast search heuristic for online kernel selection and voltage/frequency scaling
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Thank You.
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