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Why “Beyond Charge based Computing”’.{
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Why Beyond Charge Based Computing?

= Traditional computing models (Boolean logic, von
Neumann architectures) are highly inefficient at
performing tasks that humans routinely perform, such as
visual recognition, semantic analysis, and reasoning.

= Bio-inspired computation can
outperform Von-Neumann

designs in many such data
processing applications if

the computing model matches
device architecture and the
devices operated at very low voltage




Technology Trend

More Moore

Beyond CMOS

S/D Extension

Source/Drain

¥ l.

Retrograde \

Carbon nanotube

Fully-depleted body
@ Ve

Bulk-CMOS 5y g = SGMOS Graphene
- 1l 11-V devices

h Buried Oxide (BOX)
i J’.
ource Floating Body = Dra O
Vback

PD/SOI
Single gate device

Source . Drain

FinFET Trlgate

Multi-gate devices

Design methods to exploit the advantages of technology innovations



Electron SPIN

Nucleus

Orbital electrons

Classical representation of atom

/ Electron is a magnet \

Magnetic moment N

—_—

m o

otation (spin
S -

Electrons with uni-directional
electron spin moments results In
magnet with non-zero moment
(ferro-magnets)

N

Fe (4), Co (3) and Ni (2) : unpaired electrons per atom



Sources of Magnetic Moments in Ferromagnetic Materials

Direction Characteristics in s-, p-

and d- orbital's Tons Spin direction of 34 orbitals # electrons | | Mag Moment

_ O ‘ (3?’3 _ CJ‘Q | Tz, v + 1 1 mp

E ) o~ f{ e
X ; ki Tio+, V3+ 4|14 2 |2ms
. 0, M | V2E O3 M + + + 3 3 mp

I | 7. : |
g?rr; Llj,CaT‘rJrl‘ Ze Vs %2 | ‘ w | cr Mz 11140014014 4 4 mg
(body central cubic) . . R A, iyl i .
T Wi | _'-:~c '-‘-b-- Feid, ozt ** + * + * & 4 mp

g

Co2t byl [14y| (4|44 7 | 3mg
[LAE Hiz+ +* ++ ++ + * ] 2 mp
Cu2+ +* ++ ++ ++ * 9 1 mp

romtcomreain 68 w0 R (R e [oee
Cobalt Lattice Structure (Hexagonal Close Pack)

Incomplete 3d orbitals is the principle source of magnetic moments in
transition metals



State Variable: Charge & Spin

Charge: semiconductor
eIectronics

[SPINTRONICS] |

) 4
| LARGE SCALE SYSTEMS |




Recent Inventions

1988: Peter Grunberg, Germany
Albert Fert, France
2007: Nobel Prize

Spin Current

Charge Current

Spin Transfer Switching (STS)
1996: Slonczewski, US

Vsupply

(Local & Non-Local)
2008: Yang, Kimura, Otani
r.{0[0}° HTT

Charge Current

Spin Current
Zero charge current in the channel

Memories: high density, stability, low read/write current, access time, zero leakage..

Logic (Boolean & Non-Boolean): Ultra low voltage switch, Neuromorphic computing,
(all-spin logic - no spin-charge conversion), i/p o/p isolation, zero leakage,

Interconnects: Spin channel (short), Ultra low voltage swing for charge based int.



MOS vs. Magnets Switching Energy

MOS | Gate
Q Dissipated Energy= 0.5Cv2 ~[E=1

lfb = XKT
d N=10,000, x=40 1e-15 J/ switch

Magnet (“Collective Entity”) | /1\

O Dissipated Energy = | .
 equivalent N =1 / | ST
x=40 > 1e-19 J / switch . _ v g

Life-time = 7 years
Non-volatile
Theoretical switching energy of magnet is 0.1aJ << 1fJ (MOSFET)




All-Spin Based Systems

Spin-based Logic

All
Spin-based
System

Spin-based Memory

10



Energy Barrier Modulation: MOSFETs vs. Magnets

Conventional Charge-based
MOSFET (Bulk/SOI/FinFETS)

Nano-Magnets with Electron
Spin as State Variable

*The energy barrier in the active
channel region can be modulated
using:

*Doping
* Uniform Channel Doping

« Symmetric/Asymmetric
Halo Doping

* Source Drain Doping

Work Function and Material
Engineering

*Gate Dielectric and
Thickness (Tox) Modulation

*The energy barrier in magnets is
defined as the product of anisotropy
and volume (Ep = K,.V)

*The energy barrier in magnets can be
modulated using:

* Shape and Interfacial magnetic
Anisotropy (K,,)

* Volume of the nano-magnet (thickness
(t) and cross-sectional area (A))

* Saturation Magnetization (Mg,7)

T b Hy, =4nMg,.(n,-n )—
= =
t¢| C(l, 'For——2n =0.32 and

a
n,=0.90




Changing the State of a Magnet

e External Magnetic Field
» Current carrying wires, coils, etc.
» Dipolar coupling

» ..

e Current Induced Spin-Transfer Torque
(1996)

12



Magnetic Tunneling Junctions (MTJ)
Basics: Read Operation

Anti-parallel orientation Parallel orientation of Electrical
of magp/le’rg (AP) magnets (P) Characteristics of MTJ
- V9Y MgO
y W 4 /) y ) 01.8 '
ﬁ | L e _
ﬁ | ﬁ ﬁ : 0.2 slope=1/Rp
| - c 0
/i //I qg) :8421, slope=1/Rpp E::!;SQ -
FIXED FREE EIXED FRee . O % TMR=100%
LAYER LAYER LAYER LAYER 1 1 08-06-04-020 0204 0608 1
High resistance Low resistance state Voltage (V)
state (Rup) (Rp)
ke S oo
P

Memory state is detected through difference in
resistance using Sense Amplifier



MTJ Basics: Spin-transfer torque induced write operation
AL AL AL A
eV ev eV e

e
\

e
\ 4

e

\ 4 )

T Electrical
Current

CoFe/Ru Pinned Ferromagnetic (&g ¥ANT
/CoFeB Layer (n~90%)

Tunneling Oxide

Free Layer
(n~50%)
T2 A 1 A 1 A | | T2
e§ 25 e e¢
AP—P P—AP o

P—AP magnetization switching is relatively difficult than AP—P due to
lower spin injection efficiency of the free layer
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Bit-Cell Design using STT -
MTJ



1-T, 1 R STT-MRAM

bit line (BL)
........................ A
........ > read
word [IneS S 28> ........ > \r
write
(WL)
bias
generator

source line (SL)

Key AfRaRans

>HrgW eyt transistor per bit cell)
> Ne Rdllaititityimited write speed
> Np feakpggiroypeiin stimeepnrad cells



Design Challenge 1: Read and Write Failures in
1T-1R Bit-cell Structures

# of occurrences

o 2.5 .
2 /\ Read Failure
S 1 -
>
7 2 >l Bit line 0.8
& ~—~ 0.6 -®- Current(P)
- <é 04 = Current(AP)
E 15 ' —
= Sense Amp. MTJ Tree layer  RERSEF! slope=1/Re
2 Rp Fixed layer € o '
e L | L 02 Rp=1kQ
£ |_| 5 04 _ P
o r slope=1/Rap Rap=2KQ |
o 4 wor O -06 TMR=100 %
Z oy 05 0 05 1 Read Bias Iy s '
Applied voltage (V) generator (V) ||3|§AD-1 1 08-06-04-020 0204 06 08 1
Write Failure | e Voltage (V)
Insufficient current to switch MTJ Insufficient TMR to distinguish
lwrite < Min (g, 1) between R,p and Rp
300 — ] 1 a0l I Read “1” current
rite “n” to [T kL m - R d “0” t
G Write “0” - Write “1” to “0” 8 e edrren
failure c 300 Reference current
200} “Q” to «“1” . . o
ol Process variations £ W
150l curren “1” to “0” o a0l Read “1”
threshold 0 o Read “0” decision
current r‘educe memor‘y Y'eld o decision failure
100 | "5 00 failure
50} Write “1” *
failure
0 0

0 0.5 1 1.5 2 25 3 3 0 2 4 6 8 1 12 14 16

.5
Write current (X10'3A) O-/H=5% |n MTJ Area and Mgo th'CkneSS Read current (X104A)



Design Challenge 2: Read-Write Conflict

BL 25 BL
o WRITE “1” K .
= / Rap \
—/ £ 2 P
/ Ry Current (I )€
- ]
e 1.5 \
(]
Current (l,) |nﬁ_: N ml, Current (Izgap)
=
S.L WRITE 70" 05 05 0 0.5 1 0 READ
Applied voltage (V) SL
Read Disturb Failure (under process variations)
400 b I Read “1” current
b4 h I Read “0” current
% 300 |- “1” to “0”
= g~ hreshold »Ineap and I, have same polarity
g ™I »Read operation can cause unintended
5 .l o write (Read Disturb)
=3 failure
0

0 2 4 6 8 10 12 14 16

_ Read current (X104A)
0/u=5% in MTJ Area and MgO thickness



Design Challenge3: Stray Fields and its
Impacts on MTJ Stack

Aggressor MTJ Free Layer

Aggressor MTJ . .. ~ Aggressor MTJ Fixed Layer

Jn
go rfﬁ”’“—:’”;”ﬁf%ﬂ” | «H=T5 08
§ = H,=100
S - L=

—

Normalized Delay
—
N A O ©

—

0 10 20 30 40 50
P to AP switching is opposed by H., (Oe)

stray magnetic field (Hgrray)

WRITE time increases for higher stray fields > write failures



Design Challenge 4: Stochastic Switching Behavior
due to Thermal Fluctuations

Angular precession W|th dlfferent T
0 p9—035 0=0.18° :

0 Zil) 40 . GiO 80 100
20 Time (ns) . .
& | e=0.52°, 0,=0.23° b - T=400K
= i i
z'co 20 40Time (ns)60 80 100
& [1=0.63, 5,=0.250 | C - T=500K
= _ .
0'GO 20 40_ 60 80 100
Time (ns)
101
e Life-time decreases
w -1 . .
5 10 exponentially with
2 10? temperature
£ 109
o 109
£ 109
L 10
— 107
108

300 350 400 450 500 550 600
Temperature (K)

Switching Failure Probability in Conventional STT-MRAM (PMA)

> r :
7y T T=300K
L -
1E-1 ©-T=400K |
1E-2p Mg,r=850 emu/cm? -OT'SOOK |

Ku,=4.75 x 10% erg/cm?®
=0.01

TMonte Carlo Simulation

LA Statistically Predicted
Q \ X*l~( ussian(u, o) -|

1E-5
\ \
\\‘ \
Jepap=6.2MA/CM?2 @P s =1E-9 W B
1 E'7 y ) = % b - .I
Je(p-ar)=6.8 MA/cm? @Pgs,=1E-9 e Ty
1E-8 o -
JC P- AP)_7 2 MA/cm? @PFSW_1E -9 \ \ \ lI
P O---O ..... \3]

1 _2 3 4 5 6 , 7
Switching Current Density, J (MA/cm®)

*Thermally induced initial magnetic oscillations
are stochastic in nature (white noise)

*STT switching delay distribution has a longer
tail, degrading memory yield

*Higher temperature helps in squeezing the
switching delay distribution but degrades
thermal stability
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STT-MTJ Stacks:
Stability, Read/Write
Conflicts, Write power,



Alternative Device Structures

MgOo == | Freelayer | ™= [ Fixed Layer -Ru

= 1
= B = =
— f— —

MgO MgO MgO MgO MgO I
Single MTJ with Tilted Single Barrier Dual Barrier Dual Barrier Perpendicul
Barrier Magnetic Synthetic Ferromagnetic Synthetic pa ;

Ferromagneti Anisotropy AntiFerromagnetic Free Layer (DBFF) AntiFerromagnetic Anisotro
c (TMA) Free Layer (SBSAFF) Free Layer (DBSAFF) M . Ipy
Free Layer aterials
(SBFF)
Non-magnetic — Non-magnetic — D\?Vﬂﬁl_N
Metal Contact IVIgO Metal Contact MgO

 — >

MgO MgO
= / DOMAIN DOMAIN
ONE TWO

Domain Wall Memory

Dual Pillar MTJ Dual Pillar MTJ with
Tilted Magnetic Anisotropy

Alternative Device designs may alleviate some of the problems

11/20/2013 ICE?A%B%CI to Scaling 22



Differential Spin Hall MRAM

READ MTJ1

PL

: MTJ1< MgO

oy’ (9 { FI-

WRITE ‘0" WRITE ‘1

SHMM

MTJ2 >

MgO

m2 PL

m1 and m2 are anti-parallel READ MTJ2

Energy-efficient write ] . )
» Spin injection efficiency > 100 % High speed differential read

> Low resistance in write current path » No r?eed for a reference cell
» No tunneling barrier reliability > 2Xsignal margin

10X lower write energy 1.6X faster read speed
compared to 1T1R STT-MRAM compared to single-ended reading

Y Kim, SH Choday, K Roy, EDL 2013



Spin Valves

Charge Current

\ 4

i

Lateral Spin Valve

NiFe NiFe

Magnet1

Spin Current

Magrnet2

Charge Current

[

local spin torque

NiFe NiFe !

Magne Cu Magnet2
L+

/Spin Current

IJ._

Non-local spin torque

> |

Vertical spin valve structure
Local Spin torque

Vsupply

b whd
c c
o o
b= -
- =
O (&)
cC Q
.6_ g)
»n v

v —I__ 6

Free Layer switches under the
influence of local spin torque
injection-efficiency is determined by
interface polarization, can be ~90%
for injector polarity ~ 0.9




Non-Local STT-MRAM (Separate R/W Paths)

2000 4000 6000 8000 1001
lead area (nm?)

I . . _ _ < 1 E—
device structure: g injectors with tilted oE @ S e
: axis anisotropy £ 505
Compensate ) in 1 4 g 5
. : ilt. | n ©
for low spin- : / \ ; 0

injection efficiency
for non-local STT
{vrite ?? )

free layer =—>

fixed layer—

o writd Zuse of dual injector \

enhances spin injection

= rg@d %Fﬁciency by ~2X
spin apsorption

»>tilted anisotropy for
injectors further reduces
the switching current by

0 10 .20 30 40
tilt angle

M. Sharad et al., DRC, 2012




Simulation Framework

Device Simulation, Analysis & (@) . . . . (b) |——NEGF (AP) o Data (AP)
. . . 1 =2.25eV, E_=0.865eV, A=0.315eV, s
Calibration to Experimental Data e e oo NEGF (P) A Data (P)
A 10} T=20K, VMTJ=1 omv NA 2 G —
NEGF Based Transport Simulator : E fn
g i Lol GO "] 1 =) o
Update model Temperature Molcromag r;\:tlcshlnn 2l E 1 15 “
’ riented MicroMagnetic 310
parameters o Yur Framework (OOI\%MF) 5 1 9'; nﬂ‘h:
Experimental Measurements * | E 10 OAAAANANIA N
g ) 107 1 é ----------------
B
i L .0.8-04 0 04038
T felm VMT y (V)

[ Circuit Level Simulation of Bit-cells in SPICE Circuit Simulator ]

SPICE MTJ Model () _ 3o [ Standard|  , [~Standard
G --Reversed| O --Reversed
[NEGF Based Transport 3 £
Simulator "ﬁ
-
[
P S = =
/ S 14 14
| ﬁompact Model or Lookup Tabh \
I | NEGFBasearv )| ! _ 0 0o _ 10
I Compact Model or ! Time (ns) Time (ns)
Lookup Table 1
| N s _IE) a) S.Yuasaet al., Nature Materials vol. 3, no. 12, pp. 868-871, Dec. 2004.
Te“‘ep';”t”re’ I ( NEGF / Slonczewski / K b) C.J.Linetal.,IEDM, Dec. 2009, pp. 11.6.1-11.6.4.
&)l Four-Component Spin- C .
Torque Compact Model c) T.Kishi et al., [IEDM, Dec. 2008, pp. 12.6.1-12.6.4.

|

|

| *Torque

i [ Slochastc ] 26 calibrated to experimental data

\ e ,' < Device parameters are imported into SPICE
model for circuit level simulations

[
|
k or Lookup Table y I ] . .
:  Device level simulation results may be
[




Differential Spin Hall MRAM

(Roy)

Y Kim, SH Choday, K Roy, EDL 2013

€
WRITE ‘0’ WRITE ‘1’

B-W

m2
m1 and m2 are anti-parallel

Energy-efficient write:

— Spin injection efficiency > 100%.

— Low-resistance in write current path.
— No tunneling barrier reliability issue.

* 10X lower write energy compared
to 1T1R STT-MRAM

Lnrnr\ AATIA1

WWL

g1d

RWL

High-speed differential read:

— No need for a reference cell.
— 2X signal margin.

1.6X faster read speed compared to
single-ended reading



Read-Only Memory-Embedded MRAM
(Roy)

Cell Area = max(0.5Wy+4A, 141)x16A
Via for ROM Programming

B

LO
d 7 BL1
(] (]
(]
VIAE s

Mask

Free Layer
Pinned Layer

&| Row (i) —

Row (i-1) —

\

— B R “B--H-\R __J

SL !
Physical Bit-cell _ .
Structure Row (1+1) = ST

Ireap1 lreano ROM Data j i | BL0-M3
K \.‘1’/!‘\_‘%’ k \:1’ BLO Y ' ' BL1 -M3
! Ly ' BL Prechargel - Col (i-1) Col (i) Col (i+1) [ WL Poly

(YK (Y1 YU

Veerr| v

il « Read-Only Memory (ROM) may be
WLA WL2 WL3 AWARAWEAT embedded with little area overhead.
H H 1 T l I « Embedded ROM can be used to

V0UT1 VOUTO . .
—< accelerate function evaluations (e.g.math.)

* No performance penalty to Random

Lee, Fong, Roy, “Rom-Embedded MRAM”, EDL 2013
Access Memory (RAM) mode.



STT-MRAM: Last Level Cache

(Roy)

* Drop-in replacement of SRAM with STT-MRAM for
LLC leads to improvement in capacity and leakage,
but higher latency and active energy.

CPU

3

L1 CACHE
(SRAM)

3

L2 CACHE
(MRAM)

Tag H Tag H Data Array

Park, Raghunathan

VA

~ Roy; DAC’12

/| —
/

V4 /

/4 Partial Lines in a GM

KGN  ECEECE
Write|to L2 :

\ \ \

[ 168 | 16B | 168 | 16B

~
Tag Array \Data Array /
~ [ Z
~ SRAM - STT-MRAM ———

e Circuit and architectural techniques can greatly improve
the efficiency of spin-based caches.

w

Higher Latency

N
|

—

pred et e\ r it ©
| Higher
Active

Energy

B

()

N

Norm. Active Energy Normalized Latency
- (=]

(=]

Read Write

=9

Lower Leakage

o
)

Nommalized Power
©
[o:]

Leakage

Il 2MB 6T [ 8MB STT
SRAM MRAM

[ ] 8MB STT MRAM (Tilted
Magnetic Anisotropy)



STT-MRAM: LAST LEVEL CACHE

« Drop-in replacement of SRAM with STT-
MRAM for LLC leads to improvement in
capacity and leakage, but higher latency
and active energy

« Circuit and architectural techniques can
greatly improve the efficiency of spin-
based caches

Tag H Tag H Data Array

CPU ~ / o~
t ) /. | /
istory/ /4 Partial Lines in a GM
L1 CACHE ofo El EKIEKE
(SRAM) i Write|to L2 E
t \ \ \
| 168 | 168 | 16B | 16B |
. Z
L(ZMC'&(:N'I-I)E Tag Array . Data Array e
— e
SRAM 1 — STT-MRAM

Park, Raghunathan, Roy; DAC’12
C-SP#N Annual Review, Sept 26, 2013

w

Higher Latency

N
|

-—

Higher

Active
Energy

Read Write

I Lower Leakage

Leakage

D

w

N

Norm. Active Energy Normalized Latency
= o

(=)

-

Nommalized Power
o
o)

o
)

Il 2MB 6T [ 8MB STT
SRAM MRAM

[ ] 8MB STT MRAM (Tilted V
Magnetic Anisotropy)
30 STARnet



Comparison of 1T-1R with SRAM Last Level

Caches with Similar Cache Area
(2MB SRAM, 8MB STT MRAM)

. . 8MB STT MRAM 8MB STT MRAM (Tilted
2MB 6T SRAM (Standard) Magnetic Anisotropy)
3,3 34 “
c - Q
@ = 1
2 c 3| S
52 w o
o ©
ks . @ 0.8
N &’ =
© 1 _
£ e 1 £
b~ - (o) 0.6}
o (] Z
<0 : Z0 .
Read Write Read Write Leakage
Higher Latency I Higher Active Energy Lower Leakage

4X higher capacity

[1] S. P. Park et al, DAC 2012
31



System Level Implication of STT MRAM Last

Level Caches

1.5 =0.12 - . :
B 6T SRAM (2MB) ‘2’ Bl 6T SRAM (2MB) 10° Cycles
3 @sTT:Sstd (8MB)| S 0.1{lSTT:Std . (8MB) Avg.CU =2.2%
o [J STT: TMA (8MB) g [JSTT: TMA (8MB) Max. CU =13%
s A 1 2 0.08f :
Q. c
e Q 0.06
5 &)
= >
5 0.5} £0.04;
i i
£ — 0.02
0 e S
Integer Floating Point OLeaka e OnIK 20/, 10%
SPEC 2000 Benchmarks Cache Utilization (CU)

Compared to SRAM cache STT MRAM caches offer
* Higher throughput due to larger integration density and lower cache miss rate
* Lower Energy due to low leakage and low utilization

[1] S. P. Park et al, DAC 2012
32



. el .
-.1,_'_.'

PURDUE Nanuelectromcs* {:a% @’ mw,.w
i UW T 1L

. gsearch :l.:ab

Boolean/Non-Boolean Computing with
Spin Torque Transfer Devices



Spin-Torque Experiments

»Nano-magnets in a Lateral Spin Valves (LSV)
can interact and switch through spin-torque

»Non-local STT switching in LSV
can be employed to realize All Spin
Logic Device (ASLD)

» Low-current, high-speed domain-wall motion
can be achieved in scaled ferromagnetic
nano-strips with perpendicular magnetic

anisotropy (PMA)

» Such low energy DW motion can be
employed in logic computation

metal channel

LSV with local spin torque switching

v metal channel

LSV with non-local spin torque switching

domain
domain-1  -wall domain-2

Spin-torque induced domain-wall motion




Spin Majority Gates using ASL

Non local spin curre

Spin majority gate with gdd number of inputs can be realized
using ASL

35



Compact Full Adder: Non-Boolean Logic

» Optionl: with standard NAND logic (44 magnets)
» Option2: functionality enhanced NB logic (5 magnets)

‘l

Inputs: A, B and C A B C|Co |Sum
Outputs: Sum and Cout g g ‘1) i i (1’
Sum=A®B®C o % &l s
C.=AB+AC+BC=M (A,B,C) 10 01 1| 1
1 0 1/0 o o
1 1 0fo o/ o
1110 0 1

Truth Table for SUM

C. Augustine et al., NanoArch, 2011
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Boolean Logic Using Spin Torque

Devices

»low voltage, spin-torque
switching in spin valves
can possibly achieve

_-E 1MV spin-torque inverter

<:>_an (10x10x1 nm3) M2
101y I
lower switching energy i

than CMOS CMOS inverter

Eqr  10pA X1mV X 1ns
Ecmos 50pA X 1V X 5ps

~1/25
»Compact All Spin Logic gates

can achieve higher area density

Majority Gate
Ay A B _C our
O 0 O 0
0 0 1 o0
0 1 0 0
0o 1 1 1
1 0 0 O
1 0 1 1
Ve _ 1 1 0 1
Full-Adder based on All Spin Logic 1 1 1 1




Switching Energy vs. Speed

Iswitch~ 1/ Tswitch Eswitch = Tswitch x Iswitch x Vswitch
X 10" 4

ORG = 3.1 ohm
PRG =9.3 ohm
ORG = 21.7 ohm

(2]
()

=

N

ORG =3.1 ohm
PRG =9.3 ohm | |
ORG =21.7 ohm

2 4 6 8 10 2 4 _6 8 10
1/Switching Time (1/ns) 1/Switching Time (1/ns)

—

Switching Current (A)
«wW

Energy Dissipated (fJ)
N

—

o

2

oo

E 30pA X1ImV X 0.5ns E 300pA X 10mV X 50ps
STT _ M > 1/25 STT > M p= 4

Ecmos S0MA X 1V X 5p | | Ecmos S0MA X 1V X 5p | )

|
low speed STT switching high-speed STT switching

For an isolated logic gate switching energy increases linearly
with switching speed




2-Phase Pipelining for Enhanced Performance

Non-volatile nano-
magnets facilitate
pipelining simply by
the use of clocked
power supply

'!Ceiving transmitting
side (low-P)  side (high-P)

----- » charge current  «==«=% spin current
CLK | CLK-b CLK
a1 Esum Fa2 B Fas

No extra latches E = E

needed!

H
1 buffering

i‘/magnets i

Cin Cout

_________

M. Sharad, K. Roy, ISQED, 2013



2-Phase Pipelining for Enhanced Performance

For a logic block with N-magnets

Eswitch = Tswitch x Iswitch x VVswitch

in series : 4 ' '
— ORG = 3.1 ohm
< PRG = 9.3 ohm
Eswitch = N(Tswitch x Iswitch x Vswitch) A 3 ORG = 21.7 ohm
Where Tlogic =N Tswitch .g
“2
R
. [l L] [l L] D
For fine-grained pipelining: 5
o 1f
- L]
Tlogic_pl - Tswitch_pl
G M M M M
_ 0 2 4 6 8 10
Hence , Tqyitch pi = Tswiten /N 1/Switching Time (1/ns)
E “E_ N CLK CLK-b CLK
switch_pl switch
Fa1 Esum FA2 H Faz
E L] [ |
Reduction in switching energy [
proportional to the number E B B B B
of logic stages in a pipeline can "'g‘/b“ffe”“g
be achieved el sl




2-Phase Pipe-lined 8-bit Multiplier (Carry-save)

1

S

L 5 s 2o Ve

Clocked power supply requires transistors which increase
the required voltage supply




2-Phase Pipelining: Design Optimization

150
S
Supply voltage needed £ 100
for pipelined spin-logic @ 5
reduces with Area_Tx, >
0
1 2 3 4 5 6 7 8
Higher transistor width Area(Tx)/Area(spin)
and lower supply voltage S 400 | \
leads to reduction in static 2 \ total atic
power but the dynamic § 200 N
clocking power increases. S dynamicﬁ&!::::
0

1 3 5 7 9 11 13
Area(Tx)/Area(spin)



2-Phase Pipe-lining: Design Optimization

Area benefit of pipelining

over 15nm CMOS design reduces
with increasing Tx area for spin
logic.

Power consumption of pipelined
design reduces with increasing Tx

darea

It reaches a saturation point
due to increase in dynamic
power

o

Area(CMOQS)

/Area(spin)
M2 = o)
=

o

R

1 2 3 4 5 6 7 8
Area(Tx)/Area(spin)

Power(spin)/
Power(CMOQOS)

1 2 3 4 5 6 7 8
Area(Tx)/Area(spin)




2-Phase Pipelining: Design Trade-off

~ 16 /= -

8 14 | ~Pipelined =non-pipelined
(% 12 = o O a
g 10

i 3

s &

3 4

o 2

5

z O

45 25 12 6
Area(CMOS)/Area(pipelined Spin Logic)

Minimum size clocking transistors require large V4 and hence
overall power consumption can be high

Area of spin logic block can be traded off (by using larger clocking
transistors) to achieve larger power saving.



3-D FOR HIGH DENSITY AND LOW POWER
COMPUTATION BLOCKS

--------------- 1
o
3-D spin logic can E
be constructed by |3
stacking 2-D :‘%
layers along the vertical O P = i " =
direction. o o

spin-
= information

All the layers VS-S<
In the vertical direction
are supplied current

using the same CMOS

transistors.

Vds
~Vss

M. Sharad, K. Roy, ISQED, 2013



3-D FOR HIGH DENSITY AND LOW POWER
COMPUTATION BLOCKS

charge current flow

Current (mA)

é'

I@

formatlon
. flow

§4<44

M
n

= N
CIUID

-
L
--------
--------
.
Nagts,

wi.. of stacks

increasing number

...........
] Fa fa'a
''''''

g T
..........
........
.....
e
b

'I:u, tn:
1-'%
L 1 TS gy,
M

100 90 80 70 60

50 40 30
Vds (mV)

Due to low resistance of the metallic vias, the current injection per magnet
remains almost the same for a given transistor width and supply voltage,
even when multiple layers are stacked.



3-D FOR HIGH DENSITY AND LOW POWER COMPUTATION BLOCKS

100

- —1-stack
g =-2-stack
= e 4-stack
9 NO.I’I‘ %)\ellne({ -_—‘8—stack )
s ! AR ) R U v e e e i
o 10
=
O
o
=
a
w1
g 1 4
O
o

0.1

clocking transistor width
(normalized to minimum area case)
proportionally reducing Vds —>

Staking N layers reduces the effective power consumption by a
factor of N

For a given number of stacks, larger size of clocking transistors can
be used to lower the supply voltage and hence the static power



PURDUE

Non-Boolean/Neuromorphic
Computing with Spin Devices

M. Sharad, K. Roy; TNANO 2011, DAC 2012, DRC 2012, IEDM 2012



Non-Boolean & Neuromorphic
Computing

« Traditional computing models (Boolean logic, von
Neumann architectures) are highly inefficient at
performing tasks that humans routinely perform, such as
visual recognition, semantic analysis, and reasoning.

* Bio-inspired computation can
outperform Von-Neumann

designs in many such data
processing applications
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Hardware Implementation of Neural Networks

Artificial Neural Network Unit

Thresholding (comparator)

na
Y = SigmoidY ZWi I+ b

Integration Multiplication
( integrator/  ( digital/ analog
accumulator) multiplier)

Digital designs consume large area whereas analog designs
provide power hungry solutions. Hence, there is need to match
the characteristics of the devices to the computing models to
provide drastic improvements in efficiency.




Artificial Neural Networks

spin-polarizer,
low-impedance, MTJ,

fixed-voltage node \/2 ~10mV linear MOS,

memristor
Vs

/ synapses
Wg}y p

iy

artificial
WL neuron Opamp
‘\:'Y‘_“’ """"""""""" Analog-CMOS implementation of
synapses_ Neuron Spin N
mathematical model Veuppy ~ 1V, bias current ~10-100pA me flflr(())rrr‘w
for neuron-synapse SW|tch|ng speed > 10-100ns supply

switching-speed ~ 1ns

free-layer: 20x20x2
critical current : few pA

Sharad, Roy; TNANO’12; Sharad, Roy, DAC, 2012 Sharad, Roy, IEDM, 2012 Sharad, Roy, IJCNN, 2012

 Low-impedance, current-mode STT-switches can provide compact and energy-
efficient mapping for analog thresholding operation of a ‘neuron’.

« Spin neurons with spin/charge based synapses can facilitate the design of ultra low
power neuromorphic hardware for non-Boolean data processing.




Lateral Spin Valve with Decoupled Read-Write
Path : Non-local Spin Injection

A
input MTJ (D)
magnet ms

m;

channel

lead V‘ E(L)

(EIRead-write decoupling in LSV’s facilitates ultra low )
voltage switching

AMTJ interface allows dynamic read operation with
\_ ~Zero static power dissipation W,




Lateral Spin Valve with Decoupled Read-
Write Path: Local Spin Injection
A

| : ead: (L) (D
input i () gL
magnet: \ 1

channel

ﬁThis structure employs local spin injection, can achieve higher \
injection efficiency apart from read-write decoupling

» An extended read-port is used for sensing, while write -current is
Injected into the output lead through the magnet

» Small dimension of m, insures mono-domain behavior, despite the

{ead extension /




Bipolar Spin Neuron Using Lateral Spin Valve

Device Structure : :
Device operation

1p
N
{} input current (_&;’gg_g,.
.. Spin polarized 0 s = = z A
current < 45X10 -
easy axis 11, . o r h,_ preset pulse
rese =
read MTJ P =T N S — S—
magnet 0 , 1 2 3 E 5 6
m; \m-" S ayrm, < 1R s — = :
: b £ E spin evaluation phase
g L B e e
S
o -1l
iiiiiiiiiiiiiiiiiiiiiiiii O 1 2 3 4 5 6
................ T /_,== —
ch’;nnel E S e L/harccle_ams '
IrlpUt mﬁgﬂets v—'] 2 & L L b
0 1 2 3 4 5 6

The neuron device essentially acts as an ultra low voltage current
comparator and can be employed to perform analog-mode computation




Neuron Models Using Domain Wall Magnets

domain-wall

2
charge-current ———" 3x20nm

domain-wall-magnet

domain-1 domain-2 domain-3

25

(o] —

B a0 DWM width = 32nm < 50 energy [X60KT

< DWM thickness: = -barrier :f’g:g

?, 15 —-3nm #-6nm =+=9nm o

> o

2 10 2 5

[0} e

O i)

-E 5 \\ '§

@ (73]

t T T T T '_d_-.
J 0 02 04 06 038 1 1.2
(&) 0.5

1 2 3 4 time(ns)
switching duration(ns)
QO Properties of DWM favorable for high-speed, low current switching:
» Scaling (DW width as well as thickness) reduces the critical current for DW-motion [2, 4]
» PMA device achieve significantly lower critical current density ~10% A/cm? [4]
> Lower saturation magnetization and higher coercive field can achieve faster switching [1]

> Non-volatility can be sacrificed for high speed computing to further reduce the switching
current

[1] Duc-The Ngo et al.," arXiv preprint arXiv:1110.5112 (2011). [2] K. Ikeda et al., " Applied physics express 4.9 (2011): 3002.
[3] C. K. Lim et al." Applied physics letters 84.15 (2004 ): 2820-2822. [4] S. Fukami,, et al “IEEE Symp. on VLSI Tech., 2009.



Unipolar Domain Wall Neuron

- 1
O
§ 05 |
T hystergsis
Cg -0.5
i ©
L | W I G £ -1 ;
free-domain 0 s 1 3 5
L= 40nm A=3x20nm?2 L (HA)

...... > read current -----» Write current

» A thin and short PMA DWM free-layer can be switched with a small current
~1 WA within 1ns

» Such a magneto-metallic device can be used to perform ultra low voltage
and low energy current-mode summation and thresholding, like a “neuron”



Bipolar Domain Wall Neuron

fixed-domains

g

junction

side view v

(C) ~ 20nm|T3
top-view —

UIeWOP-984,

1-D multi-domain model

» BDWN can compare the input currents received through the
two input domains

» The resolution is determined by the critical switching current density
for DW nano-strip

------



Communication between Neurons

-
. Reference
I MTJ
neuron
CIOCI’( ‘_] MTJ .J ]_. ClOCk
4 p-
— I
outb | out
- |

‘E”_clock
- ()

latch o/p

—_V+AV

E:)qEFCS neuron

[

. B

iInput ma

gnet SV

receiving neuron

(b)

/ »CMOS latch detects the state of neuron-MTJ without static curre%

Injection

»Deep-triode current source (DTCS) transistor driven by an output
latch transmits current mode signal to receiving neurons

\> Computation current flows across a terminal voltage of AV /




Communicating Neurons

Neurons can be interconnected using weighted DTCS
(Deep Triode Current Source) transistors.

A
latch :

d d éAV~20mV
Yoy o Vi,

A i R

»Depending upon the polarity of inter-neuron weight, output of a source
neuron connects to one of the inputs of the receiving neuron.

» Current-mode, inter-neuron signaling takes place through
DTCS transistors operating at ~20mV drain-to-source voltage
resulting in low computation power



Programmable Synapses: Memristors/PCM

/vlinput

»Memristors/PCM/DWM/ can be used for realizing low power neuromorphic
computation array using bipolar spin neuron

» The magneto-metallic neurons facilitate input voltage levels of ~20mV
resulting in low computation power



Synapse: Domain Wall Magnet

7 -
TTTTH{ 'g' . -4- Simulated
_ HH}“[ é’ m Experimental
T = BRSIRN 5
2 811111 o o
E[11111Y © 4 o
= — ARE R Y
g IR & 3 A =0.5x10% erg/cm
o R B Ku2 = 3.8x10° erg/cm3
© - Py T>J 2 Ms =680 emu/cm3
= ﬁﬁﬁ i Alpha = 0.03
eli77041 91 Width = 340nm
L 5 W
i 2 - #
111111 e 2 )

Current Density [108 A/cm? ]

" ADWM consists of opposite polarity domains separated by a
Non-magnetic region call the domain wall which can be moved

by charge injection/ magnetic field )

~N




Device level Programmability using Domain Wall
Magnet as Synapse

input current neuron
4 charge current
. -8 +/- 2.5uA
‘%_ 51 ~&- +/- SpA | DWM synapsa ...........
=4 =+ +/- 10pA P > channel
O %= +/- 158 ' ) }(n 1
H s, /"D
c 0 A e ' <@ nheuron MTJ
o
£ 4
g " it
_4 &
£ 0 1 ll metal channel
X

‘Neuron with small number of programmable DWM inputs can be A

employed to realize configurable data processing array of
.cellular neurons y




Drawing Analogy with Biological Neural Network!

Biological NN

nucleolus
(neuron MTJ)

Spin-CMOS hybrid NN




DWM Based Neuron-Synapse Unit: Modeling

Relative spin potential in the 2-D channel for neuron with 24 input synapses
and charge current ~10uA per synapse

—
rl

0
'
Wl =N
......
‘‘‘‘‘
i

e e
o o

o
I~

spin voltage (a.u.)

-
N

channel spin potential

Neuron is simulated using self consistent solution of 2-D
spin transport in channel and LLG for magnets 64
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Example : Ultra Low Power SAR-ADC

binary
weighted

V+AV ,transistors
DAC)

V+AV

logic [€

SAR

logic

.

.

.

.
-

.

*
%o
G
.
G
e
a,
.
. a
.
3
.
C
»

analoginput  qiinarator

V

-
» SAR ADC employs recursive evaluation akin to CNN
equation and hence can be implemented using the

\bipolar spin neuron )




Ultra low energy Analog signal acquisition

and processing

Photodiode I

cell state equation for Discrete-Time CNN
X (N)= > A, j:k, .y, (m+
(k,I)eN(i,j)
D, B, jik. D, (m+ G, )

e 1 if x;(n-1)>0
v (N) =T (Xij(n_l)):{o if x:j(n—1)<0

X(n) : cell state at n,, time step

A: 3x3 feedback template

B: 3x3 mnput template

U(n) :3x3 neighborhood mput at T=n
Z : cell bias;  y(n): cell output at T=n

employed in several image processing applications

[ Hardware based on Cellular neural networks can be 1




Example : Ultra Low Power SAR-ADC

X; ()= 2 | AG, jik. Dy, (m)+

|Og|C B (k.DeN (i, ) S =0 for k#i, |¢j
l, > B, j;k,h, () + Zdi, j)
(k,1)eN (i, ) =0 for k¢i, |¢J

V+AV

.
------

analog input  coriparator

photodiode

-
» SAR ADC employs recursive evaluation akin to CNN
equation and hence can be implemented using the
\bipolar spin neuron




Ultra low energy Analog Signal Acquisition and

Processing: Performance

Ref | CMOS E(cMOS)
Tech /E(spin)
[23] | 0.35u 253
[24] | 0.35u 560
[25] | 0.25n 470

E= (total power) /

(S2x#Pixels x Fps)

Ref | CMOS E(cMoOs)
Tech /E(spin)

[26] | 0.18n 133

[27] | 0.90p 70

28] 090y |72

S : technology ratio

fps : frames/sec




Spin Based Neuron for Cross-Bar Neural Network

cross-bar array

_A _________ V1 ........... >
( 911. 912. 913. g14.

’..
..
*
K

T, N < 2V0i/ 3VG2 / 2V ( 2Vidi4
v3 | M4 Dif. E |

. amplifier

= 2 2] |2 ]]?

ﬁmz ...... V !%#“/CMOS Neurons?

from replica-biasing stage



Neural Computing With Spin Neurons and Resistive
Crossbar Memory

cross bar array

& V1 ...........
. &
ol N . l Al
- S Vz ECETYTTREYS 3
f Yy =
+45° -
\ -
.;'-'l!:!{ : g
= A-45° /
Horizontal
Edge '
Inputimage ) H'sio rams» Edgemar [Network size 30x64
e 15108 vector  'weight levels 16 (4 bits)
lott » :2 Z : ] 2 2 PCM conductance 5K to 100K
R frequency 500MHz
32 element analog Spin neuron: 0.06mwW
associative memory CMOS neuron | 9mw

using PCM cross-bar

The spin based neuron unit achieves ~100x improvement in power
consumption for cross bar ANN architecture Based on memristor/PCM
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3{ STT based Energy-Efficient Global C-SP#N
AR Interconnects

Motivation:
U Global Interconnects like data-buses and memory bit-lines can account for more
than 90% power for on-chip memory

0 Emerging CMPs may dissipate ~50% power for global communication among
memory and multiple processors

CORE | |CORE

s W= Energy Distribution
CORE CORE
% CACHE i |[CACHE
Technology/circuit solutions: ElmE N B
O On-chip transmission line Smim! B ®
. w
0 CMOS Current-mode interconnects  H-tree Bus
O Low voltage swing LY LI
A Optical, plasmonic, graphene, CNT B'E NN gitlines (read) MH-Tree Bus
M sub-array output driver M Bit-lines dwrite)l Sense amps
Word-line Bit-line Mux M Decoder

Our goals and approaches:
U Emerging spin-torque phenomena, like Spin Hall Effect (SHE), may lead to high-
speed, low-voltage current-mode switches based on nano-scale magnets.

0 We propose and analyze spin-torque switches in the design of energy-efficient
and high-performance current-mode on-chip global-interconnects.
O Simulations show up to two order of magnitude higher energy-efficiency
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Unipolar Domain Wall Switch for Interconnect

clk TV
Ref. MTJ

| .
UDWS (charge ® spin)
Unipolar Domain-Wall Switch DWS as a trans-impedance converter

0 DWM motion (with SHE assist can be used to realize a two-terminal current —
mode STT switch
0 Such a switch can convert an ultra-low voltage current-mode input signal
into full swing output voltage in two steps: charge to spin conversion through
DW-motion , followed by spin-to charge conversion through MTJ V

C-SP4#N Annual Review, Sept 26, 2013 74 etz



Interconnects Using Spin-Torque Switches

For 2Gbps signaling over
a 10mm on chip interconnect:

Vrav reference
T MTJ gnd -
ata | ~ Conventional CMOS.:
M1§ n . y Voltage mode: 0.5CV?=
; R : [> ° |2.5pfx 0.0625 = 150fJ
E Jata |v|2 Cu-interconnect : : vV Current-mode: 90fJ
: © :| o S. Lee et al., ISSCC 2013
1 Spln-SWItCh\
vav d1 42 d3 Spintronic Current-mode:
transmitter o receiver Esignaling = lswiteh Toit AV + Iy,
(b) eeeereeee » signaling-current Vit Toit
§ Interconnect design using domain wall switch . + Toi (Pinverter™ Pariver)

» Global interconnects may account for large

portions of total power in future processors. = (20pA X 0.5ns x 100mV')

+(0.7uA x 0.6V x 0.5ns)

- Emerging STT phenomena may facilitate high- +(0.5ns x 0.7pW)
speed (100fs), low-voltage current-mode magnet- ~1£J
switching along with efficient transimpedance
conversion. Sharad , Roy , EDL., 2013

\ “ Sharad, Roy, IEDM, 2013

« STT switches can be employed for ultra-low energy and compact current
mode global interconnects V

C-SP4#N Annual Review, Sept 26, 2013 75 etz



Device-Circuit Co-Simulation-Framework
N

MTJ-model

* using NEGF-LLG
solution for spin to

charge interface

IceIIuIar neural network

spin-diffusion Stochastic LLG
+ | transport in for neuron
: | neuron device [W magnets’ state

: _ SPICE
;| Behavioral TEChmIf Y simulation
model pargme er *
 tor epi variations for system
3 ksl and non level
:| neurons e
cross-bar network : idealities performance
NETATAY ~ — . A
progririmae e We employ Device-Circuit- Architecture
condyctance| ngurons . o
Co-Simulation-Framework to evaluate the
Q Q \Q performance of spin based heterogeneous
= =] /== [<+—] H H
E— \_ heuromorphic architectures )




Y/ MODELING, SIMULATION, AND C-SP¢N
st EVALUATION FRAMEWORK

H
Boolean Non-Boolean e =
Computing Computing %" 2
c ©
w O
=
O >
c £
© =
€3
L] o =
e =
Architecture-level Models 9 =
Memory Arrays, Logic-in-memory, Cell libraries
\ Cores, Interconnect network ‘E N
r =
SPICE-level Circuit Models for Primitives
Logic Primitives, Memory Bit-cells, Non-Boolean Primitives, Interconnects
\

Atomistic / Device Simulations

Dual-pillar MTJ

MTJ

Predictive modeling infrastructure will be co-developed with theme 4

2/17/2014 C-SPIN Kickoftf Meeting 77



Summary

* Spin-torque memories for on-chip applications
are becoming a reality

e Spin-torque devices such as LSVs and DWMs
show potential for class of applications that
CMOS is not efficient at implementing such as
neuromorphic designs, associative computing,
semantic analysis, etc.

* Potential for large improvement in energy
consumption
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