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System Model - NoC

@ 2D-mesh based NoC
» Wormbhole-switching
» Round-robin based
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System Model - Flow

® Real-time Flows © Best-effort Flows
» Periodic or sporadic » R; - fixed route/path
» L; - Packet size
» T; - Minimum Inter-arrival Time (MIT)
» D; - relative deadline (D; < T;)
» R; - fixed route/path

JW; - Worst-Case Traversal Time of f;
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Motivation (1/2)

@ Timeliness is important for real-time applications

» Each packet should be delivered within its deadline (i.e.
W; < D;)
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Motivation (1/2)

@ Timeliness is important for real-time applications

» Each packet should be delivered within its deadline (i.e.
W; < D;)

If the timing analysis shows a result of

Unschedulable, what shall we do to
remove deadline misses?




How can we prevent a real-time flow from missing its deadline?
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How can we prevent a real-time flow from missing its deadline?
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A segmentation approach to improve schedulability of real-time traffic
Segmentation — dividing a NoC packet into a number of smaller packets

An algorithm for selecting proper segment sizes of best-effort traffic
such that timeliness of real-time traffic is still guaranteed
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Why segmentation?

T A B/

£ (Sr. 3Ds;) * f1 can get blocking from f; for at most TWO time
fl (A; 0 ' = f3 blocks fs, which further blocks f;
. = f; directly blocks f;

—> [z(B>C)

—* fs(A>0Q)
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Segmentation Approach (1/2)

@ Why segmentation?

-~

Solution Principle:
« Bandwidth is a fixed shared resource
» We cannot decrease latency of all the flows at the same time

O
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Segmentation Approach (1/2)

@ Why segmentation?

-~

Solution Principle:

Bandwidth is a fixed shared resource
We cannot decrease latency of all the flows at the same time

Decrease latency of flows which may miss their deadlines, and
increase latency of some flows while keeping them schedulable

\
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Segmentation Approach (1/2)

@ Why segmentation?

-~

Solution Principle:
« Bandwidth is a fixed shared resource
» We cannot decrease latency of all the flows at the same time

» Decrease latency of flows which may miss their deadlines, and
increase latency of some flows while keeping them schedulable

\
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Segmentation Approach (2/2)

Software Level

Packet Generation
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Segmentation Approach (2/2)

Software Level

Packet Generation

Segmentation Middleware

« Segmenting packets
» Assembling packets
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Segmentation Alg. Outline (1/2)
Flow Set

Schedulability Test
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Segmentation Alg. Outline (1/2)
Flow Set

Schedulability Test
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Segmentation Alg. Outline (1/2)
Flow Set

Schedulability Test

@
N\

Segmentation
Algorithm
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Segmentation Alg. Outline (1/2)
Flow Set

Try to save Schedulabllity Test
unschedulable

flows one by one

N\ W~

Segmentation
Algorithm
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Segmentation Alg. Outline (2/2)

@ f; is the flow to be saved
® 5!4 consists of flows which can actually affect current W;
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Segmentation Alg. Outline (2/2)

@ f; is the flow to be saved
® 5!4 consists of flows which can actually affect current W;

® Apply segmentation on the flows in 5/4

~ Gradually decrease segment size of f; (f; € S/4), so that blocking on f; can
be reduced
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Segmentation Alg. (

Segment

® f; is the flow to be saved Size

® 54 consists of flows which can actu

® Apply segmentation on the flo G

~ Gradually decrease segment size of f; (f; € S/4), so that blocking on f; can
be reduced
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Segmentation Alg. (

Segment

Size

@ f; is the flow to be saved
® 54 consists of flows which can actu

® Apply segmentation on the flo G

~ Gradually decrease segment size of f; (f; € S/4), so that blocking on f; can
be reduced

» On the other hand, f;may suffer from more blocking
» Thus, the schedulability of f; has to be rechecked after each segmentation
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Segmentation Alg. (

Segment

Size

@ f; is the flow to be saved
® 54 consists of flows which can actu

® Apply segmentation on the flo G

~ Gradually decrease segment size of f; (f; € S/4), so that blocking on f; can
be reduced

» On the other hand, f;may suffer from more blocking
» Thus, the schedulability of f; has to be rechecked after each segmentation

@ The segmentation process is repeated until
» f; becomes schedulable - Success
» No flows in 5{# can be segmented any more - Failure
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Segment

Size

@ f; is the flow to be saved
® 54 consists of flows which can actu

® Apply segmentation on the flo G
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Segmentation Alg. (

Segment

Size

@ f; is the flow to be saved
® 54 consists of flows which can actu

® Apply segmentation on the flo G

~ Gradually decrease segment size of f; (f; € S/4), so that blocking on f; can
be reduced

» On the other hand, f;may suffer from more blocking
» Thus, the schedulability of f; has to be rechecked after each segmentation

@ The segmentation process is repeated until

» f; becomes schedulable - Success
> No flows in /4 can be segmented any more > Fallure
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A packet with larger segment size (i.e. fewer number of segments) can
have shorter WCTT

Increase segment size of each BE packet as much as possible
while still guaranteeing the timeliness of real-time traffic
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A packet with larger segment size (i.e. fewer number of segments) can
have shorter WCTT

Increase segment size of each BE packet as much as possible
while still guaranteeing the timeliness of real-time traffic

Start with minimum segment size for each BE packet

Increase segment size of all the BE flows at the same time

If the increased segment size of a BE flow can make any real-time flow
unschedulable, stop increasing this BE flow any more
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Adding best-effort traffic

@ A packet with larger segment size (i.e. fewer number of se f
Segment

have shorter WCTT

» Increase segment size of each BE packet as much as | :
while still guaranteeing the timeliness of real-time traf Size

@ Start with minimum segment size for each BE packet ‘

@ Increase segment size of all the BE flows at the same time

~ If the increased segment size of a BE flow can make any real-time flow
unschedulable, stop increasing this BE flow any more
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Adding best-effort traffic

@ A packet with larger segment size (i.e. fewer number of se
have shorter WCTT

» Increase segment size of each BE packet as much as |
while still guaranteeing the timeliness of real-time traf

Segment

Size

@ Start with minimum segment size for each BE packet ‘

@ Increase segment size of all the BE flows at the same time

~ If the increased segment size of a BE flow can make any real-time flow
unschedulable, stop increasing this BE flow any more

» The algorithm terminates when no BE flows can have further
increased segment size
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Adding best-effort traffic

@ A packet with larger segment size (i.e. fewer number of se
have shorter WCTT

» Increase segment size of each BE packet as much as |
while still guaranteeing the timeliness of real-time traf

Segment

Size

@ Start with minimum segment size for each BE packet

@ Increase segment size of all the BE flows at the same time
~If the in '

s the actual segment size ofaB
he timeliness of real

E flow does not exceed
Ae selo ted bound, t _time flows is always
the selecte :

= “flows can have further

increased segment size
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8 x 8 2D-meshed NoC

Randomly generated flows
Following uniform distribution
Packet size — [5, 25], [5, 50], [5, 100] flits
Utilization — [0.003, 0.1], [0.01, 0.2]

Results are presented by schedulability ratio

Percentage of schedulable flow sets among
all the generated flow sets (100 samples for
each data point)
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Evaluation (2/4)

@ Packet size — [5, 25]
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Evaluation (4/4)
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We present a segmentation-based approach to improve schedulability

of real-time traffic in RRA-based NoCs.

The solution also considers how to add best-effort traffic in the same

NoC while guaranteeing the timeliness of real-time traffic
Combining with the task mapping
Further improve schedulability of real-time traffic

Further reduce latency of best-effort traffic
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