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Introduction
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intensive computations
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RRAM-based Multiply-Accumulate Computation
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In-situ computation based on RRAM : an effective approach to the memory wall

C. Nauenheim, et al. Integration of resistive switching devices in crossbar structures, 2017 4
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Hardware Architecture
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[] State-of-the-art architecture:
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[1] A. Shafiee, et al. ISAAC: A convolutional neural network accelerator with in-situ analog arithmetic in crossbars. ISCA, 14-26, 2016. ¢




Weight Mapping & Input Scheduling

[1Splitting the weights and input activations into sub-words
- Limited precision of RRAM cells

- High resolution DAC and ADC are costly in terms of power and area

Weight mapping Input scheduling
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a; and b;: sub-words of the weight
16 iterations
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Segmented Compression Encoding (SCE)

[JRRAM crossbar consumes ~20% energy

VIS Sl =

G11 [JReducing the conductance of the memristors
V2 == RN . | £ :

G21 is a natural way for power saving
V3 = 2 RS

G31 : :

‘ ‘ ‘ L1 Directly reducing the range of conductance
N - Not a good idea
I(G) = ;G(i’j) x V(i) - Margin becomes smaller, making the

device variance and the noise of the
analog computation less tolerable...




Segmented Compression Encoding (SCE)

[JReducing the energy while keeping the margin of the conductance levels
unchanged

Weight: 0010 1110 1001 1100 b

Crossbar (+) Crossbar (-)
Original sub-words: AR R R A BRI B
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sw2=1110b >1000b \71\ \71\ ™ \71\ \h\ %\ 0 ‘11\

sw3=0010b the middle value
of 0000b~1111b




Segmented Compression Encoding (SCE)

[JReducing the energy while keeping the margin of the conductance levels
unchanged

Weight: 0010 1110 1001 1100 b

Crossbar (+) Crossbar (-)
sw0=1100b >1000b A B ANERA AR B
- =10000 b - (10000 b — 1100 b) ' [ 0 ’ 0100
=10000b-0100b L.\ ard to RN S NS S
send as a carry Crossbarl(-
sene @ \ O s =

swl=1001+1=1010b >1000b
sw2=1110b
sw3=0010b
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Segmented Compression Encoding (SCE)

[JReducing the energy while keeping the margin of the conductance levels
unchanged

Weight: 0010 1110 1001 1100 b

Crossbar (+) Crossbar (-)
sw0=1100b A BN I BN B BN Y BN
- =10000b - (10000 b-1100b) 0011 0 0 0 0 [0001 |0110|0100

=10000 b -0100b AR AR BB
A RN IR BN A RN R Y
swl=1001+1=10000b-0110b
sw2=1110b +1=10000 b -0001 b - Originally: 3 of the 4 sub-words > 1000b

sw3=0010b+1=0011b - After SCE: all the sub-words < 1000b
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Segmented Compression Encoding (SCE)

[JEncoding is also applicable for input activations

- Since DAC is 1-bit, the canonic signed digit (CSD) encoding is used

Input activation: 0010_1110_1001_11000b
V1l =

# of non-zero bits = 8
et | 4
V2 ==
GZ\;.I\ W™
V3 = A
G3»;\ ™

N
1(j) =Y _G(i,j) x V(i)
i=1
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Segmented Compression Encoding (SCE)

[1Encoding is also applicable for input activations

- Since DAC is 1-bit, the canonic signed digit (CSD) encoding is used

Input activation : 1.1100b
Vi= —~I—= = # of non-zero bits = 8 eliminate the
V2 = Gl\i i consecutive
G21 R ‘1’s from LSB
V3 = —
el 10 0700 b
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# of non-zero bits = 6
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Analog-to-Digital Interface Optimization

[1The high-precision A/D interface consumes ~50% energy & ~30% area

[ Splitting the weights and activations into sub-words

vl = I I A - A 1-bit by 2-bit multiplication is done at each
V2 = o "] :rz:s:bzzrs memristor cell
e Ga\f‘ NN
[ Bit-resolution of ADC required in the worst case
‘N ‘ ‘ R = l0g2.128(rows) + 2(at each cell) + 1(sign)
1G) = 3" G j) x V(i) = 10bi
=1

Power and area increase exponentially with ADC
resolution!
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Analog-to-Digital Interface Optimization

[J The worst-case bit-resolution is unnecessary

. _CEAR10| . CIFAR-10 g CIFAR-10

- High sparsity of activations and weights

[J A 6-bit ADC is enough to capture the correct
computation most of the time

MNIST MNIST MNIST

- Range provided by the 10-bit ADC
—2°,2° — 1]

- Around 99% of the bitline outputs

40 -20 0 20 40 -40 20 O 20 40 -40 20 0 20 40

[_25j 25 o 1] {a) Non-Encoding {b) Weight Encoding  (c) Weight/Feature Data

Encoding

[ Using SCE can further reduce the resolution Distribution of the Bitline Output
by 1-bit (x axis: digital output vy axis: intensity)

16



Outline

[ Introduction

[0 Hardware architecture and related works

[J Segmented compression encoding

[J Optimizing the bit-resolution of the A/D interface

[J MAC rescheduling based on the dynamic quantization
[J Experimental result

[0 Conclusion

17



MAC Rescheduling based on the Dynamic Quantization

LIMAC is the most time consuming part
It takes 16 iterations to serially shift in the activation

L1# of A/D conversions for calculating the outputs on MAC
16(# of iterations) X 128(# of bitlines) = 2048

a) ISAAC MAC Schedule

lter0 [BLO] 1 [ 2 | ... [125]126]127

Iter1 K Xbar Cycle: 100ns BLO| 1 | 2 | .. [125[126]127

Iter 2 (# of BL=128) K Xbar Cydie: 100ns BLO| 1 | 2 ] ... [125]126]127

Iter 15 BL - Bitline (# of BL=128) XbarnycIe: 100ns [BLo] 1 [ 2 | ... [125]126]127]

- # of BL=128 K 5

ADC I)ScZ?r lctrec:;st?:r: ( ) ) thzr CvaclLe:llzgt)Jns 7
Samplin of BL=

Cch)Ie & 1 2 .. 125 126/127/ 128 129 130 -- 253 254[255| 256 257 258 -~- 381 382[383] ~/ 1920 1922 1923 -- 2045 2046|2047/

A. Shafiee, et al. ISAAC: A convolutional neural network accelerator with in-situ analog arithmetic in crossbars, 14-26, 2016. 18



MAC Rescheduling based on the Dynamic Quantization

[ Let’s take a look at the first 4 iterations 2 bit
—>
b=7 6 5 4 3 2 1 0
weight Wy We Ws Wy w3 w3 w1 Wo

Iter0 (i = 0) oWz | QgWe | QoWs | QW4 | QoW3 | QoW  AoW; = GgWp
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MAC Rescheduling based on the Dynamic Quantization

[] Let’s take a look at the first 4 iterations 2 bit
—
b=17 6 5 4 3 2 1 0
weight w7 We Ws Wy W3 W2 w1 Wo
Iter0 (i = 0) aQoW7 | QgWe | AogWs | QW4 | QoW3 | QW3 QoW1 = GQgWy
Iterl (i=1) + | aGqwW; | aqWe | W5 | AWy | aqw3 | QW | aqWq AWy <«
1 bit

[1The significance of the partial product at each cell changes with (i + 2b)

i+2b=>5 4 3 2 1 0

waaq > waQ > wiaq > wi1Qy > Woaq S WoQ

The lower the value, the less impact on the accuracy.

19



MAC Rescheduling based on the Dynamic Quantization

[] Let’s take a look at the first 4 iterations 2 bit

—
b=17 6 5 4 3 2 1 0

weight Wy We Ws Wy w3 w3 w1 Wo

Iter0 (i = 0) aQoW7 | QgWe | QoWs | QW4 | QW3 | QoW QoW | QgWy
Iterl (i=1) + | aGqwW; | aqWe | W5 | AWy | aqw3 | QW | aqWq AWy <«
1 bit

Iter2 (i =2) + | @2W7 | aWe | QW5 | QW4 | QW3 | QW | QW QW

Iter3 (i=3) + aswy  QazWg | AzWs | AzWy | A3W3 asw, | azwq azwy

[1The significance of the partial product at each cell changes with (i + 2b)

i+2b=5 4 3 2 1 0

waaq > waQ > wiaq > wi1Qy > Woaq S WoQ
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MAC Rescheduling based on the Dynamic Quantization

[1Dynamic quantization: skipping the A/D conversions of those partial
products that have no significant impact on the accuracy

i: it" iteration Optimal threshold: i + 2b < 14
b: b" bitline iter0 (i =0)
Valueof i + 2b pitline 0
_ 1 2 3 4 5 6
b=0 b=1 b=2 b=3 .. b=7 (b =0)
i=0 0 2 4 6 14
i=1 1 3 5 7 15
i=2 2 4 6 8 16
i=3 3 5 7 9 17 | | |
i=4 4 6 8 10 18
i=5 5 7 9 11 19

Skip all bitlines




MAC Rescheduling based on the Dynamic Quantization

[1Dynamic quantization: skipping the A/D conversions of those partial
products that have no significant impact on the accuracy

i: it" iteration Optimal threshold: i + 2b < 14
. pth kil . .
b: b*" bitline iterl &2 (i=1, 2)
Valueof i + 2b bitline 0
_ 1 2 3 4 5 6 7
b=0 b=1 b=2 b=3 .. b=7 (b =0)
i=0 0 2 4 6 14 N
i=1 1 3 5 7 15
i=2 2 4 6 8 16 \11\
i=3 3 5 7 9 17 | |
i=a 4 6 8 10 18
i=5 5 7 9 11 19

Skip all bitlines except 7
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MAC Rescheduling based on the Dynamic Quantization

[1Dynamic quantization: skipping the A/D conversions of those partial
products that have no significant impact on the accuracy

i: it" iteration Optimal threshold: i + 2b < 14
N M . .
b: b'" bitline iter3&4 (i =3, 4)
Valueof i + 2b bitline 0
b=0 b=1 b=2 b=3 .. b=7 (b=0) 1 2 3 4 > 6 7
i=0 0 2 4 6 14 AN
i=1 1 3 5 7 15
i=2 2 4 6 8 16 "11\ "11\
i=3 3 5 7 9 17 | |
i=4 4 6 8 10 18
i=5 5 7 9 11 19

Skip all bitlines except 6 & 7

i=15 15 17 19 21 29
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MAC Rescheduling based on the Dynamic Quantization

[1Dynamic quantization: skipping the A/D conversions of those partial
products that have no significant impact on the accuracy

i: ™" iteration Optimal threshold: i + 2b < 14
b: bt" bitline iter15 (i = 15)
Value of i + 2b bitline 0
_ 2 3 4 5 6 7
b=0 b=1 b=2 b=3 .. b=7 (b =0)
i=0 0 2 4 6 14 ] Bl W] W] ] m] W]
i=1 1 3 5 7 15
i=2 2 4 6 8 16 \71\ \71\ ‘71\ \11\ \11\ \11\ . \11\
i=3 3 5 7 9 17
i=4 4 6 8 10 18
i=5 5 7 9 11 19

. » . Reserve all the bitlines
i=15 15 17 19 21 29
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MAC Rescheduling based on the Dynamic Quantization

a) ISAAC MAC Schedule

lter0 [BLO] 1 [ 2] ... [125][126]127
Ilter1l K Xbar Cycle: 100ns BLO| 1 [ 2 | ... [125][126]127
Iter 2 (# of BL=128) K Xbar Cycie: 100ns BLO| 1 [ 2 | ..[125][126]127
Iter 15 BL - Bitline (# of BL=128) Xbar(;ycle: 100ns [Bo] 1 [ 2| ... [125]126]127
) # of BL=128
ADC Xbar Crossl_)ar #o ) k Xbar Cycle: 100ns
Samplin lter - Iteration (# of BL=128)
CV|2|e & 1 2 .. 125 126(127| 128 129 130 ~- 253 254[255| 256 257 258 - 381 382[383] // 1920 1922 1923 -- 2045 2046|2047
Iter1 [BLO| 8 [16] ... [104[112[120 b) Proposed MAC Schedule
k
Iter2 K Xbar Cydle: 12.5ns VBL0| 8 | 16] ... [104]112]120
lter 3 (# of BL=16) K Xbar Cyde: 12.5ns BLo| 1 [ 8 | ... |113|1zo|121\!
Iter 15 (# of BL=16) Xbar Cycle: 25ns "\\ [BLo] 1 [ 2] ... [125]126[127
ADC (# of BL=32) K Xbar Cycle: 100ns
Sampling (# of BL=128)
1 2 .. 13 14[15]16 17 18 - 29 30[31] 32 33 34 .. 61 62[63|/ 896 897 898 -- 1021 1022|1023

Cycle

[JWith a threshold of i + 2b < 14 : 50% of the A/D conversions are skipped.
# of AD conversions for calculating the outputs on MAC:
16(# of iterations) X 128(# of bitlines) X 50% = 1024
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Experimental Setup

[1Benchmarks

TABLE I
: Power and Area Estimation

Memory Architecture in One Tile

Comp Params Spec | R/W Energy(n.J) | Area(um?)
size 32 KB 0.0271
Caffe mOdEI on CIFAR 10[1] eDRAM bus width | 256 bit leakage power: 38445.2
num | 0.562 mW
- LeNet on MNIST2] SRAM Size TKB 0.0098
Buffer bus width | 128 bit leakage power: 81509.4
num 6 1.148 mW
. One MAC (24 MAC:s per tile)
D T h rou g h p Ut eva I u at 1on Comp Params Spec Power(mWW) Area(um?)
C . d | S C resolution 10 bit 4.43 4042.5
- ustomize CycC e-accurate yStem ADC num: 1 5 bit 1.84 (58.5% 577.5 (85.7%
simu Iato r fs:1.28G reduced) reduced)
SA+
Output Reg num 1 1.35 3094.8
DAC | um 236 0.002 668.2
resolution 1 bit
. CSD num 128 0.001 323.8
D Power evaluat|0n SH num 128 0.001 5.0
Sampling _
- Memory: CACTI6.5(3] MUX num I 0.07 529.6
- ADC: Kull et al., 20134
- Peripheral circuits: shift-add, sampling MUX, etc, TSMC 65nm
[1] Y. Jia, et al. Caffe: Convolutional architecture for fast feature embedding. ACM, 675-678, 2014.
[2] Y. Lecun, et al. Gradient-based learning applied to document recognition. Proceedings of the IEEE, 2278-2324, 1998. 23

[3] N. Muralimanohar, et al. Optimizing nuca organizations and wiring alternatives for large caches with cacti 6.0, MICRO, 2007.
[4] L. Kull, et al. A 3.1mw 8b 1.2gs/s single-channel asynchronous sar adc with alternate comparators for enhanced speed in 32nm digital soi cmos. ISSCC, 468-469, 2013.




Result of Segmented Compression Encoding (SCE)

Decreasing of Crossbar Power Consumption after Encoding

Weight Encoding

Weight + Activation Encoding

CIFAR10

26.9%

44.1%

MNIST

27.4%

38.7%

1.8
1.6
1.4
1.2

0.8
0.6
0.4
0.2

Average Power per Crossbar (mW)

m CIFAR10 m MNIST

Non-Encoding Weight Encoding Weight/Feature

Data Encoding
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Result of A/D Interface Optimization

[ With 5-bit reduction in resolution

power of ADC - reduced by 58%

area of ADC - reduced by 86%

Conventional Implementation with 10-bit ADC

Modified to 5-bit ADC with Encoding

Performance
CIFAR-10 MNIST CIFAR-10 MNIST
Accuracy (%) 75.55 99.09 75.40 99.05
Energy Efficiency 8929 33445 15649 56497
(Frames/])
Area Efficienc
(Frames/s /erZ) 509 308 677 410

[JOverall energy efficiency: 1.7 times larger

[JOverall area efficiency: 1.3 times larger
[JAccuracy loss: <0.15%
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Result of MAC Rescheduling based on Dynamic Quantization

[1The overall improvements after the dynamic quantization
- Throughput: 2 times larger - Energy efficiency: 3.7 times larger
- Area efficiency: 2.7 times larger - Accuracy loss: < 0.32%

[ Compared with the 12-bit and 10-bit conventional quantization in CIFAR-10

m Conventional Quantization to 12-bit Precision ® Conventional Quantization to 10-bit Precision
' Dynamic Quantization

75.32 7% 20.6% 1206.5 18450
75.11 33.7% 20.6% 17211
| i957'6 13623
| 799.6
v

ACCURACY (%) THROUGHPUT (FRAMES/S) ENERGY EFFICIENCY
(FRAMES/))
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Conclusion

[JAn encoding scheme is proposed for the weights and activations to
reduce ~40% energy consumed on the RRAM crossbars and achieve 1-bit
reduction in the ADC resolution.

[1Based on the distribution analysis of bitline outputs, the bit-resolution of
ADC is further reduced by 5 bits, and thus enables 58% & 86% reduction
in ADC power and area.

[JA dedicated dynamic quantization scheme is proposed for the MAC
operation and 50% of the A/D conversions are safely skipped.

[J Compared with the state-of-the-art RRAM-based accelerator
- 2x in throughput
- 3.7x in energy efficiency
- 2.7x in area efficiency
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