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Introduction

• Cloud	Computing
• Omnipresent	and	on-demand	access
• Shared	pool	of	configurable	resources
• Virtualization	technology

• Roles
• Cloud	Service	Providers	(CSPs)
• Users

• Examples	of	well-known	CSPs
• Google	App	Engine	(GAE)
• Amazon	Elastic	Compute	Cloud	(EC2)
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Introduction
• Challenges
• Tremendous	energy	costs	in	terms	of	electricity

• E.g.,	data	center	electricity	consumption	
projected	to	be	 ~140 billion	KWh	annually	by	
2020,	i.e.,	~13	billion	US	dollars	annually	in	
electric	bills

• Goals
• Reduce	both	energy	consumption	and	energy	cost	in	
terms	of	electricity
• Increase	the	profit	margin	of	large-scale	CSPs,	and	as	
well	reduce	the	carbon	footprint
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System	Model
• Consists	of	the	models	for:
• user	workload
• cloud	platform
• energy	consumption
• realistic	pricing
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User	Workload	Model
• Job	characteristics:	
• Directed	Acyclic	Graphs	(DAGs)	
are	used	to	model	jobs
• Vertex	(𝝋):	a	single	task
• Edge	(w):	the	amount	of	data	
that	needs	to	be	delivered

• Task	characteristics:
• Requested	VM	types
• Estimated	executable	time
• Deadline
• Required	amount	of	CPU	and	
memory
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Cloud	Platform	
Model

• The	cloud	platform	is	modeled	as	an	undirected	graph:
• Vertex	(𝝍):	a	server
• Edge	(B):	the	communication	channel

• Server	farm:
• Nearby	servers	are	clustered	in	a	server	farm
• Servers	farms	are	connected	with	each	other	through	two-
way	high-speed	channels
• Servers	within	one	server	farm	are	connected	through	local	
channels

• Server:
• Available	CPU	and	Memory
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Energy	Consumption	Model	&
Realistic	Price	Model

• Utilization	rate	of	server	m	at	time	t:	𝑼𝒓𝒎(𝒕)

• Total	power	at	time	t:

• 𝑷𝒘𝒓𝒕𝒕𝒍 𝒕 = 	∑ 𝑷𝒘𝒓𝑴
𝒎0𝟏 𝒔𝒕

𝒎 𝒕 + 𝑷𝒘𝒓𝒅𝒚𝒎 𝒕

• Total	cost	is	based	on	TOUP(t)	and	RTP(power(t))

• 𝑻𝒐𝒕𝒂𝒍𝑪𝒐𝒔𝒕 = 	∑ 𝑷𝒓𝒊𝒄𝒆(𝒕, 𝑷𝒘𝒓𝒕𝒕𝒍(𝒕))𝑻
𝒕0𝟏
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Problem	Formulation
• Given price,	workload	and	cloud	platform	information	

• Find the	VM	configuration	and	start	time	for	each	task

• Minimize the	total	energy	price:

• 𝑻𝒐𝒕𝒂𝒍𝑪𝒐𝒔𝒕 = 	∑ 𝑷𝒓𝒊𝒄𝒆(𝒕, 𝑷𝒘𝒓𝒕𝒕𝒍(𝒕))𝑻
𝒕0𝟏

• Subject	to	various	constraints
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DRL-Cloud	Framework:	Resource	Provisioning	
(RP)	and	Task	Scheduling	(TS)	
based	on	Deep	Reinforcement	Learning
• Task	decorrelation:
• User	request	acceptance	
and	decoupling
• Construct	job	queue	and	
task	ready	queue

• Two-stage	RP-TS	processor:
• Energy	cost	minimization
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Architecture
• Stage	1:
• Allocate	task	to	one	server	
farm
• Determine	task	start	time	
• Continue	processing	or	drop	
the	job	if	SLA	is	violated

• Stage	2:
• Choose	the	exact	server to	
run	task
• Send	parent	task	complete	
signal	and	data	to	job	
queue	when	task	is	
completed
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Training	Details
• Action	space:
• Stage	1:	{farm1time1,…,farmFtimeT}
• Stage	2:	{server1,…,serverM}

• State	space:
• The	optimal	action	determined	based	on	current	
observation,	which	is	the	combination	of	current	
server	observation	𝒙𝒔𝒆𝒓𝒗𝒆𝒓and	current	task	
observation	𝒙𝒕𝒂𝒔𝒌
• 𝒙𝒔𝒆𝒓𝒗𝒆𝒓:	 available	CPU	and	memory	of	requested	
VMs	on	server
• 𝒙𝒕𝒂𝒔𝒌:	 requested	CPU	and	memory,	and	task	
deadline
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Training	Details
• Reward	function:
• After	taking	action	at at	current	state, system	will	
evolve	into	a	new	state	and	receives	a	reward	from	
the	environment
• Which	is	energy	cost	increase	of	action,	i.e.,	current	
energy	cost	minus	previous	energy	cost

• Training	details:
• Experience	replay
• Target	network
• Exploration	&	Exploitation
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Experiment	Setup	– Baselines
• Greedy	Baseline:	CSP	tries	every	option	to	find	the	assignment	that	
yields	the	minimum	energy	cost	increase.	Also	rejects	tasks	
according	to	SLA
• Round-Robin	(RR)	Baseline:	The	CSP	assigns	each	task	in	circular	
order.	If	the	current	assignment	violates	SLA,	the	scheduler	will	try	
the	following	options	until	nonviolation.	A	task	will	be	rejected	by	
the	CSP	if	it	is	rejected	by	all	possible	assignments
• FERPTS*	Baseline:	one	contemporary	algorithm,	that	is	aware	of	
historical	decisions	and	current	scheduling	of	other	tasks	with	the	
introduction	of	congestion	concept

*	H.	Li	et	al.,	“Fast	and	energy-aware	resource	provisioning	and	task	
scheduling	for	cloud	systems,”	ISQED	2017
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Experiment	Setup
• Small-scale:
• 3000	to	5000	user	requests
• 100	to 300 servers	that	are	clustered	into 10	server	
farms

• Large-scale:
• 50000	to 200000	user requests
• 500	to 5000	servers that are clustered into 10	to 100	
server farms

• User	request	are	retrieved	from	Google	cluster	usage
traces	(29	days)
• Learning	rate	0.1	,	discount	factor	0.9	in	deep	Q-learning
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Experiment	Results	– Small-Scale

• Runtime	&	energy	cost	comparisons	with	baselines	for	small-scale
• Energy	cost	is	normalized	w.r.t.	that	of	Greedy	for	100	servers	&	5000	

requests

• Up	to	3X	energy	cost	and	92X	runtime	reduction	(compared	
to	FERPTS)
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Experiment	Results	– Large-Scale,	
Long	Term	

(a)	Convergence	of	DRL-Cloud	
(b)	Energy	cost	comparison	with	RR	in	long-run	(29	days)	on	large	scale	
workloads	and	platform	configuration	(5000 servers	and	50000 tasks)

• 2X	energy	cost	efficiency	improvement,	2X	runtime	
reduction	and	3X	reject	rate	reduction	on	average	
(compared	to	RR)
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Conclusion
• DRL-Cloud	a	two-stage	resource	provisioning	and	
task	scheduling	to	reduce	energy	cost	for	cloud	
service	providers	with	large-scale	data	centers	and	
large	amounts	of	user	requests	with	dependencies.
• DRL-Cloud	is	highly	scalable	and	highly	adaptable	
compared	to	the	state-of-the-art	methods,	and	the	
training	algorithm	converges	fast.
• Results	of	DRL-Cloud	were	compared	to	the	baseline	
methods	and	demonstrated	significant	energy	cost	
and	runtime	savings.
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