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Introduction

* Cloud Computing
* Omnipresent and on-demand access
* Shared pool of configurable resources
* Virtualization technology

* Roles
* Cloud Service Providers (CSPs)
* Users

* Examples of well-known CSPs
* Google App Engine (GAE)
 Amazon Elastic Compute Cloud (EC2)



Introduction

* Challenges
* Tremendous energy costs in terms of electricity

* E.g., data center electricity consumption
projected to be ~140 billion KWh annually by

2020, i.e., ~13 billion US dollars annually in
electric bills

e Goals

* Reduce both energy consumption and energy cost in
terms of electricity

* Increase the profit margin of large-scale CSPs, and as
well reduce the carbon footprint



System Model

e Consists of the models for:
 user workload
* cloud platform
* energy consumption
* realistic pricing
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User Workload Model

* Job characteristics:

* Directed Acyclic Graphs (DAGSs)
are used to model jobs

* Vertex (@): a single task

e Edge (w): the amount of data
that needs to be delivered

* Task characteristics:
* Requested VM types
e Estimated executable time
* Deadline

* Required amount of CPU and
memory
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* The cloud platform is modeled as an undirected graph:
* Vertex (Y): a server
* Edge (B): the communication channel

e Server farm:
* Nearby servers are clustered in a server farm

* Servers farms are connected with each other through two-
way high-speed channels

* Servers within one server farm are connected through local
channels

* Server:
* Available CPU and Memory
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Energy Consumption Model &
Realistic Price Model

» Utilization rate of server m at time t: Ur™ (1)

* Total power at time t:
M m m
* Pwrttl(t) — Zm=1 Pwrst (t) + Pwrdy(t)

* Total cost is based on TOUP(t) and RTP(power(t))

* TotalCost = Y]_, Price(t, Pwr(t))
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Problem Formulation

price, workload and cloud platform information
the VM configuration and start time for each task

the total energy price:

» TotalCost = Y|_, Price(t, Pwr(t))

various constraints
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DRL-Cloud Framework: Resource Provisioning
(RP) and Task Scheduling (TS)
based on Deep Reinforcement Learning

* Task decorrelation: * Two-stage RP-TS processor:

* User request acceptance * Energy cost minimization
and decoupling

* Construct job queue and
task ready queue
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Algorithm 1: Control Algorithm for DRL-Cloud

Initialize realistic price model
Initialize environment and deep Q-network DQNgqge,
Run DQNstage, and store user request allocation
Initialize environment and deep Q-network DQNsiqgeqy
for f=1,F do

for - =1,T do

| Run DQNstage, and store user request allocation
end

Architecture

Calculate final g ti P d electric bill TotalCost
* Allocate task to one server  Sacuae final enerey consumption Purey and electric bill TotalCos
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fa rm Algorithm 2: Deep Q-Learning for DRL-Based RP-TS
With Experience Replay

Initialize replay memory A to capacity €2
Initialize action-value function @ with random weights §

Initialize target action-value function Q with weights &' =6

e Determine task start time
for episode = 1, E do

) continue prOCESSing or drop g Reset cloud server environment to initial state
the jOb if SLA iS ViOIatEd Z }g:‘?lzelf%gluggce s1 = {z1}

With probability e choose a random action ay
otherwise choose at = argmaz,Q(st,a;d)

1 Execute action a+ and objserve next observation x;y1, reward
¢ Stage 2: rt, and reject C;itgnal B
11 if reject = 1 then
12 Run DQN again to get a new action a/,
* Choose the exact server to : i a1 £ o] then t
14 | Replace a; with a}
run task ] g
17 Set st4+1 = St,at, Te+1
18 Store transition (s¢41,at, ¢, s¢) in A
¢ Send pa re nt taSk com plete 19 Sample random mlitrTi%)atcth otf trgzlsitions (sj41,a5,75,55)
from A

Signal a nd data to jOb 2 target; — {rj,if episode terminates at step j+1

r; + f\/maa:a/QA(sj_,_l,a’;5’),0therwise

q ueue When taSk is 2 Perform a gradient descent step on (targetj —Q(s5,a;; 5))

Every I' steps, train evaluation network, decrease e

com pletEd ;: end Every ( steps, copy Q to Q

25 end
26 return All actions at

2
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Training Details

* Action space:
* Stage 1: {farm time,,...,farm time;}
* Stage 2: {server,,...,server,,}

* State space:

* The optimal action determined based on current
observation, which is the combination of current
server observation Xx,,,.-and current task
observation X,

* X;erper- available CPU and memory of requested
VMs on server

* Xiqsk: requested CPU and memory, and task
deadline



Training Details

e Reward function:

* After taking action at at current state, system will
evolve into a new state and receives a reward from
the environment

* Which is energy cost increase of action, i.e., current
energy cost minus previous energy cost

* Training details:
* Experience replay
* Target network
* Exploration & Exploitation



Experiment Setup — Baselines

* Greedy Baseline: CSP tries every option to find the assignment that
yields the minimum energy cost increase. Also rejects tasks
according to SLA

* Round-Robin (RR) Baseline: The CSP assigns each task in circular
order. If the current assignment violates SLA, the scheduler will try
the following options until nonviolation. A task will be rejected by
the CSP if it is rejected by all possible assighments

 FERPTS* Baseline: one contemporary algorithm, that is aware of
historical decisions and current scheduling of other tasks with the
introduction of congestion concept

* H. Li et al., “Fast and energy-aware resource provisioning and task
scheduling for cloud systems,” ISQED 2017



Experiment Setup

* Small-scale:
* 3000 to 5000 user requests
* 100 to 300 servers that are clustered into 10 server
farms
* Large-scale:
* 50000 to 200000 user requests
* 500 to 5000 servers that are clustered into 10 to 100
server farms

e User request are retrieved from Google cluster usage
traces (29 days)

* Learning rate 0.1, discount factor 0.9 in deep Q-learning



Experiment Results — Small-Scale

* Up to 3X energy cost and 92X runtime reduction (compared
to FERPTS)

Normalized energy cost == Greedy FERPTS Round-robin DRL-Cloud
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* Runtime & energy cost comparisons with baselmes for small-scale
* Energy cost is normalized w.r.t. that of Greedy for 100 servers & 5000

requests
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Experiment Results — Large-Scale,

Long Term

* 2X energy cost efficiency improvement, 2X runtime
reduction and 3X reject rate reduction on average

(compared to RR)
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(b) Energy cost comparison with RR in long-run (29 days) on large scale
workloads and platform configuration (5000 servers and 50000 tasks)
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Conclusion

* DRL-Cloud a two-stage resource provisioning and
task scheduling to reduce energy cost for cloud
service providers with large-scale data centers and
large amounts of user requests with dependencies.

* DRL-Cloud is highly scalable and highly adaptable
compared to the state-of-the-art methods, and the
training algorithm converges fast.

* Results of DRL-Cloud were compared to the baseline
methods and demonstrated significant energy cost
and runtime savings.



