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n Gate Camouflaging
Ø Selective gates are 

replaced by camouflaged 
cells

Ø Camouflaged cells appear 
identical look with different 
functionalities

n De-camouflaging Attacks
Ø Brute force attack
Ø IC testing based attack
Ø Circuit partition attack
Ø SAT-based attack
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What is SAT-Based De-Camo Attack?

n Method:
Ø Stage 1: Find DiscSet: 

Iteratively find new 
input pattern, until the 
set is discriminating.

Ø Stage 2: Find the 
correct assignment with 
DiscSet.
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into smaller sub-problems. The proposed framework for the
parallelization of SAT-based attack will be elaborated in
Section IV. Section V reports the experimental results with
focus on the scale reduction and speed up of SAT-based de-
camouflaging attack achieved by our approach. Section VI
concludes the paper.

II. PRELIMINARIES

In this section, the basic concepts in circuit camouflag-
ing, the attack model and attack method of SAT-based de-
camouflaging are reviewed. We also introduce the notions
of MFIC, connected components, and k-medoids clustering,
which lay the foundations for the work in this paper.

A. Circuit Camouflaging
Circuit camouflaging hides the circuit design information

by replacing a selective set of conventional logic gates with
camouflaged cells. These camouflaged cells can be configured
to have one of the multiple functionalities while maintaining
an identical look to RE attackers. Therefore, when an attacker
performs top-down RE, he will not be able to directly observe
their functionalities. The security of circuit camouflaging will
depend on the difficulty of resolving the real functionalities
of the camouflaged gates. Typically, it is assumed that the
attacker is able to extract a camouflaged netlist, in which he
only knows the functionalities of un-camouflaged gates and
the possible functionalities that each camouflaged gate may
implement; the attacker has only access to the primary inputs
(PIs) and primary outputs (POs) of the oracle circuit; and the
attacker can query the black-box functionality of the oracle
circuit by its PIs and POs. Our discussions in this paper will
follow these assumptions.

B. SAT-Based De-Camouflaging Attack
1) Attack Flow: Fig. 1 shows the SAT-based de-

camouflaging attack flow. Recall that SAT-based attack tries to
find one discriminating set of input patterns DiscSet, under
which incorrect completions will have different outputs with
the oracle circuit, then with DiscSet, finding one correct
completion for the camouflaged gates [17]. This corresponds
to Stage 1 and Stage 2 in the flow, respectively.

Stage 1 takes the camouflaged circuit C and oracle circuit
C as inputs, and returns a discriminating set of input patterns
DiscSet (equals to I). Stage 1 iteratively involves NOT-DISC-
SET-DEC for (|DiscSet|+1) times (see [17] for more details).
Stage 2 takes DiscSet, camouflaged circuit C, and oracle
circuit C as inputs, and returns one correct completion for
camouflaged gates by calling COMPLETION-DEC for one time
[17].

Both NOT-DISC-SET-DEC and COMPLETION-DEC are re-
duced to Circuit-SAT then CNF-SAT to be solved by off-the-
shelf SAT solvers [20].

C. Notions
1) Maximum Fan-in Cone: The Maximum Fan-in Cone

rooted at a primary output PO, marked as MFICPO, con-
tains the gates whose outputs directly or indirectly feed PO.
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C
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C

C

Fig. 1. SAT-based de-camouflaging attack flow.

Formally, MFICPO = {Gi|9path,Gi ! PO} [15]. In this
paper, MFIC will be referred to as the corresponding sub-
circuit of MFICPO. Given that an attacker can only query
the function of oracle circuit by feeding PIs and observing
POs, MFIC will be the minimum unit for de-camouflaging
attacks. Therefore, the partitioning and clustering strategies in
this paper will be based on this unit of MFIC.

2) Connected Components: For an undirected graph G, a
connected component (CC) is defined as a subgraph in which
any two vertexes are connected to each other by paths, while
not connected to other vertexes outside the subgraph [21].

3) K-medoids Clustering: K-medoids is a classical algo-
rithm to partition the data set of n objects into k clusters [22].
The optimization goal is to minimize the sum of distances by
each object to its allocated medoid. In this paper, the objects
are discrete MFICs, therefore, we adopt k-medoids which
selects the objects as centers rather than k-means clustering
which selects the means of objects as centers.

III. BREAKING DOWN THE CAMOUFLAGED CIRCUIT

To facilitate parallelization of SAT-based attack, we need
to first break down the de-camouflaging problem into smaller
sub-problems. The work in [15] partitioned camouflaged gates
into the smallest unit of sub-circuits (namely MFICs) and
attacked each MFIC separately. This naive totally partitioned
approach can result in many repetitive efforts because some
camouflaged gates can be simultaneously in multiple sub-
circuits thus need to be attacked for many times. Our work in
this paper balances the trade-offs between the scale reductions
and additional repetitive efforts with a two-level partition
strategy (independent module partitioning and k-medoids clus-
tering). Also, we consider and avoid conflicts among camou-
flaged gates that simultaneously in multiple sub-circuits, which
is one of the key factors to enable parallelization (Section IV).

n Key idea: Prune all incorrect assignments with a 
discriminating set of input patterns (DiscSet).



Why Need Parallelization?
n X= |DiscSET|
n Need to call SAT solvers by 

(X+2) times 
Ø Stage 1 finding DiscSET need 

to call SAT solver (x+1) times;
Ø Stage 2 finding correct 

assignment need to call SAT 
solver for one time;
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Formally, MFICPO = {Gi|9path,Gi ! PO} [15]. In this
paper, MFIC will be referred to as the corresponding sub-
circuit of MFICPO. Given that an attacker can only query
the function of oracle circuit by feeding PIs and observing
POs, MFIC will be the minimum unit for de-camouflaging
attacks. Therefore, the partitioning and clustering strategies in
this paper will be based on this unit of MFIC.

2) Connected Components: For an undirected graph G, a
connected component (CC) is defined as a subgraph in which
any two vertexes are connected to each other by paths, while
not connected to other vertexes outside the subgraph [21].

3) K-medoids Clustering: K-medoids is a classical algo-
rithm to partition the data set of n objects into k clusters [22].
The optimization goal is to minimize the sum of distances by
each object to its allocated medoid. In this paper, the objects
are discrete MFICs, therefore, we adopt k-medoids which
selects the objects as centers rather than k-means clustering
which selects the means of objects as centers.

III. BREAKING DOWN THE CAMOUFLAGED CIRCUIT

To facilitate parallelization of SAT-based attack, we need
to first break down the de-camouflaging problem into smaller
sub-problems. The work in [15] partitioned camouflaged gates
into the smallest unit of sub-circuits (namely MFICs) and
attacked each MFIC separately. This naive totally partitioned
approach can result in many repetitive efforts because some
camouflaged gates can be simultaneously in multiple sub-
circuits thus need to be attacked for many times. Our work in
this paper balances the trade-offs between the scale reductions
and additional repetitive efforts with a two-level partition
strategy (independent module partitioning and k-medoids clus-
tering). Also, we consider and avoid conflicts among camou-
flaged gates that simultaneously in multiple sub-circuits, which
is one of the key factors to enable parallelization (Section IV).

n With #Camo-gates or circuit size grows
Ø #variables and #clauses in SAT formulas increase
Ø #calling for SAT solver increases
Ø SAT-based attacks become less effective
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Contributions

n Dividing SAT-based attack into smaller sub-
problems
Ø Independent module partitioning
Ø K-medoids clustering

n Avoiding conflicts while solving sub-problems
n A parallelization framework for SAT-based de-

camouflaging attacks

8
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How to do Partitioning?

(a) (b)

Fig. 2. (a) Build undirected graph G based on camouflaged circuit C. (b)
The three connected components in G correspond to three IMs in C.

(a) (b)

Fig. 3. (a) Assign weights for the edges in Module2 (see Fig. 2(b)). (b)
k-medoids clustering result in Module2.

A. Independent Module Partitioning Problem
Camouflaged circuits are first divided into independent

modules (IM). We formulate the following IM partitioning
problem.

Definition 1. INDE MODU PAR. Given a camouflaged circuit
that comprises of camouflaged gates (CG) and conventional
logic gates, find IMs such that (i) each IM comprises of one
or more MFICs; (ii) each MFIC in an IM contains at least
one camouflaged gate; (iii) each camouflaged gate is covered
by one and only one IM.

Conditions (i) and (ii) ensure that when we apply the SAT-
based attack to each IM, there will be at least one camouflaged
gate to be resolved. Condition (iii) guarantees all camouflaged
gates will be resolved when all the IMs are resolved, and these
IMs can be resolved in parallel.

We construct undirected graph G(V,E) as follows:
V = {MFICi|9CG 2 MFICi},
E = {(vi, vj)|9CG 2 (vi \ vj); vi, vj 2 V, i 6= j}.
Intuitively, the vertexes of graph G consist of the MFICs

that contain at least one camouflaged gate, and edges are
added for two MFICs if they share at least one common
camouflaged gate.

In this way, the connected components in the graph will
correspond to the IMs of camouflaged circuit. Fig. 2(a) and
Fig. 2(b) demonstrate one example, in which 14 MFICs will
be accordingly partitioned into 3 IMs.

B. K-medoids Clustering Within Independent Modules
We observe that solutions to the INDE MODU PAR problem

normally contain one or several very large IMs whose size
is in the same order of the original circuit. SAT-based attack
spends orders of magnitude of time on these large IMs than on
other small ones. This may render the idea of parallelization

ineffective. Therefore, we propose a second level partition
method within IMs.

Assume that there are n MFICs in one large IM, the
naive way to reduce its size is to partition the IM into n sub-
modules, with each MFIC being one sub-module, similar
to the partition method in [15]. However, a camouflaged gate
may be contained in multiple MFICs and will be resolved
many times whenever a sub-module is attacked. This will not
only slow down the de-camouflaging attack, but may also
create more conflicts and demand more efforts to resolve the
conflicts.

We adopt a trade-off strategy to partition big IMs into
multiple clusters, with each cluster containing one or multiple
MFICs and no MFICs will be shared by two clusters.
As shown in Fig. 3(a) and Fig. 3(b), by defining the weight
between two MFICs as the number of their common camou-
flaged gates, MFICs with tight connections (i.e. have many
camouflaged gates in common) will be put in the same cluster
and be resolved together, and those with loose connections
will be put in different clusters. The value of k is one
important parameter, which determines how many clusters
will be returned by the algorithm. We calculate k with the
following formula:

k = d |MFICIM | ⇤ |CGIM |
2 ⇤

X

i

CGMFICi

e

in which |MFICIM | and |CGIM | denote the numbers
of MFICs and camouflaged gates in the IM, respec-
tively. |CGMFICi | denotes the number of camouflaged
gates in MFICi. Therefore, |CGIM |X

i

CGMFICi

2 (0, 1).

Smaller |CGIM |X

i

CGMFICi

indicates tighter connections among

the MFICs, then smaller k value thus less clusters will be
returned2.

IV. PARALLELIZING SAT-BASED ATTACK

A. Possible Conflicts
We define a conflict happens if a camouflaged gate is

designated with different functionalities when it is attacked
in different sub-circuits.

In our partition strategy, conflicts may occur among the
clusters within the same IM for they have some camouflaged
gates in common. Conflicts cannot happen among IMs for IMs
do not share any common camouflaged gates.

B. Conflicts Avoidance Strategy
It will be time-consuming to eliminate the conflicts should

they exist. One need to merge the conflicting clusters and re-
attack the merged clusters as one entity. Moreover, the new

2We investigate strategies to facilitate parallelization and scale reduction
for SAT-based attacks. Further ways to optimize parallel computing (such as
adjusting the k value according to the number of cores in the server) are
possible however beyond the scope of this paper.
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n Definition of MFIC
Ø MFICPO={G | Exists path, GàPO}

n Construct a graph G
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clusters within the same IM for they have some camouflaged
gates in common. Conflicts cannot happen among IMs for IMs
do not share any common camouflaged gates.

B. Conflicts Avoidance Strategy
It will be time-consuming to eliminate the conflicts should

they exist. One need to merge the conflicting clusters and re-
attack the merged clusters as one entity. Moreover, the new

2We investigate strategies to facilitate parallelization and scale reduction
for SAT-based attacks. Further ways to optimize parallel computing (such as
adjusting the k value according to the number of cores in the server) are
possible however beyond the scope of this paper.

n IMs do not share camouflaged gates
n Module 1, Module 2, and Module 3 are independent, 

can be de-camouflaged independently
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Fig. 2. (a) Build undirected graph G based on camouflaged circuit C. (b)
The three connected components in G correspond to three IMs in C.
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Fig. 3. (a) Assign weights for the edges in Module2 (see Fig. 2(b)). (b)
k-medoids clustering result in Module2.

A. Independent Module Partitioning Problem
Camouflaged circuits are first divided into independent

modules (IM). We formulate the following IM partitioning
problem.

Definition 1. INDE MODU PAR. Given a camouflaged circuit
that comprises of camouflaged gates (CG) and conventional
logic gates, find IMs such that (i) each IM comprises of one
or more MFICs; (ii) each MFIC in an IM contains at least
one camouflaged gate; (iii) each camouflaged gate is covered
by one and only one IM.

Conditions (i) and (ii) ensure that when we apply the SAT-
based attack to each IM, there will be at least one camouflaged
gate to be resolved. Condition (iii) guarantees all camouflaged
gates will be resolved when all the IMs are resolved, and these
IMs can be resolved in parallel.

We construct undirected graph G(V,E) as follows:
V = {MFICi|9CG 2 MFICi},
E = {(vi, vj)|9CG 2 (vi \ vj); vi, vj 2 V, i 6= j}.
Intuitively, the vertexes of graph G consist of the MFICs

that contain at least one camouflaged gate, and edges are
added for two MFICs if they share at least one common
camouflaged gate.

In this way, the connected components in the graph will
correspond to the IMs of camouflaged circuit. Fig. 2(a) and
Fig. 2(b) demonstrate one example, in which 14 MFICs will
be accordingly partitioned into 3 IMs.

B. K-medoids Clustering Within Independent Modules
We observe that solutions to the INDE MODU PAR problem

normally contain one or several very large IMs whose size
is in the same order of the original circuit. SAT-based attack
spends orders of magnitude of time on these large IMs than on
other small ones. This may render the idea of parallelization

ineffective. Therefore, we propose a second level partition
method within IMs.

Assume that there are n MFICs in one large IM, the
naive way to reduce its size is to partition the IM into n sub-
modules, with each MFIC being one sub-module, similar
to the partition method in [15]. However, a camouflaged gate
may be contained in multiple MFICs and will be resolved
many times whenever a sub-module is attacked. This will not
only slow down the de-camouflaging attack, but may also
create more conflicts and demand more efforts to resolve the
conflicts.

We adopt a trade-off strategy to partition big IMs into
multiple clusters, with each cluster containing one or multiple
MFICs and no MFICs will be shared by two clusters.
As shown in Fig. 3(a) and Fig. 3(b), by defining the weight
between two MFICs as the number of their common camou-
flaged gates, MFICs with tight connections (i.e. have many
camouflaged gates in common) will be put in the same cluster
and be resolved together, and those with loose connections
will be put in different clusters. The value of k is one
important parameter, which determines how many clusters
will be returned by the algorithm. We calculate k with the
following formula:

k = d |MFICIM | ⇤ |CGIM |
2 ⇤

X

i

CGMFICi

e

in which |MFICIM | and |CGIM | denote the numbers
of MFICs and camouflaged gates in the IM, respec-
tively. |CGMFICi | denotes the number of camouflaged
gates in MFICi. Therefore, |CGIM |X

i

CGMFICi

2 (0, 1).

Smaller |CGIM |X

i

CGMFICi

indicates tighter connections among

the MFICs, then smaller k value thus less clusters will be
returned2.

IV. PARALLELIZING SAT-BASED ATTACK

A. Possible Conflicts
We define a conflict happens if a camouflaged gate is

designated with different functionalities when it is attacked
in different sub-circuits.

In our partition strategy, conflicts may occur among the
clusters within the same IM for they have some camouflaged
gates in common. Conflicts cannot happen among IMs for IMs
do not share any common camouflaged gates.

B. Conflicts Avoidance Strategy
It will be time-consuming to eliminate the conflicts should

they exist. One need to merge the conflicting clusters and re-
attack the merged clusters as one entity. Moreover, the new

2We investigate strategies to facilitate parallelization and scale reduction
for SAT-based attacks. Further ways to optimize parallel computing (such as
adjusting the k value according to the number of cores in the server) are
possible however beyond the scope of this paper.
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Fig. 3. (a) Assign weights for the edges in Module2 (see Fig. 2(b)). (b)
k-medoids clustering result in Module2.

A. Independent Module Partitioning Problem
Camouflaged circuits are first divided into independent

modules (IM). We formulate the following IM partitioning
problem.

Definition 1. INDE MODU PAR. Given a camouflaged circuit
that comprises of camouflaged gates (CG) and conventional
logic gates, find IMs such that (i) each IM comprises of one
or more MFICs; (ii) each MFIC in an IM contains at least
one camouflaged gate; (iii) each camouflaged gate is covered
by one and only one IM.

Conditions (i) and (ii) ensure that when we apply the SAT-
based attack to each IM, there will be at least one camouflaged
gate to be resolved. Condition (iii) guarantees all camouflaged
gates will be resolved when all the IMs are resolved, and these
IMs can be resolved in parallel.

We construct undirected graph G(V,E) as follows:
V = {MFICi|9CG 2 MFICi},
E = {(vi, vj)|9CG 2 (vi \ vj); vi, vj 2 V, i 6= j}.
Intuitively, the vertexes of graph G consist of the MFICs

that contain at least one camouflaged gate, and edges are
added for two MFICs if they share at least one common
camouflaged gate.

In this way, the connected components in the graph will
correspond to the IMs of camouflaged circuit. Fig. 2(a) and
Fig. 2(b) demonstrate one example, in which 14 MFICs will
be accordingly partitioned into 3 IMs.

B. K-medoids Clustering Within Independent Modules
We observe that solutions to the INDE MODU PAR problem

normally contain one or several very large IMs whose size
is in the same order of the original circuit. SAT-based attack
spends orders of magnitude of time on these large IMs than on
other small ones. This may render the idea of parallelization

ineffective. Therefore, we propose a second level partition
method within IMs.

Assume that there are n MFICs in one large IM, the
naive way to reduce its size is to partition the IM into n sub-
modules, with each MFIC being one sub-module, similar
to the partition method in [15]. However, a camouflaged gate
may be contained in multiple MFICs and will be resolved
many times whenever a sub-module is attacked. This will not
only slow down the de-camouflaging attack, but may also
create more conflicts and demand more efforts to resolve the
conflicts.

We adopt a trade-off strategy to partition big IMs into
multiple clusters, with each cluster containing one or multiple
MFICs and no MFICs will be shared by two clusters.
As shown in Fig. 3(a) and Fig. 3(b), by defining the weight
between two MFICs as the number of their common camou-
flaged gates, MFICs with tight connections (i.e. have many
camouflaged gates in common) will be put in the same cluster
and be resolved together, and those with loose connections
will be put in different clusters. The value of k is one
important parameter, which determines how many clusters
will be returned by the algorithm. We calculate k with the
following formula:

k = d |MFICIM | ⇤ |CGIM |
2 ⇤

X

i

CGMFICi

e

in which |MFICIM | and |CGIM | denote the numbers
of MFICs and camouflaged gates in the IM, respec-
tively. |CGMFICi | denotes the number of camouflaged
gates in MFICi. Therefore, |CGIM |X

i

CGMFICi

2 (0, 1).

Smaller |CGIM |X

i

CGMFICi

indicates tighter connections among

the MFICs, then smaller k value thus less clusters will be
returned2.

IV. PARALLELIZING SAT-BASED ATTACK

A. Possible Conflicts
We define a conflict happens if a camouflaged gate is

designated with different functionalities when it is attacked
in different sub-circuits.

In our partition strategy, conflicts may occur among the
clusters within the same IM for they have some camouflaged
gates in common. Conflicts cannot happen among IMs for IMs
do not share any common camouflaged gates.

B. Conflicts Avoidance Strategy
It will be time-consuming to eliminate the conflicts should

they exist. One need to merge the conflicting clusters and re-
attack the merged clusters as one entity. Moreover, the new

2We investigate strategies to facilitate parallelization and scale reduction
for SAT-based attacks. Further ways to optimize parallel computing (such as
adjusting the k value according to the number of cores in the server) are
possible however beyond the scope of this paper.
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Fig. 3. (a) Assign weights for the edges in Module2 (see Fig. 2(b)). (b)
k-medoids clustering result in Module2.

A. Independent Module Partitioning Problem
Camouflaged circuits are first divided into independent

modules (IM). We formulate the following IM partitioning
problem.

Definition 1. INDE MODU PAR. Given a camouflaged circuit
that comprises of camouflaged gates (CG) and conventional
logic gates, find IMs such that (i) each IM comprises of one
or more MFICs; (ii) each MFIC in an IM contains at least
one camouflaged gate; (iii) each camouflaged gate is covered
by one and only one IM.

Conditions (i) and (ii) ensure that when we apply the SAT-
based attack to each IM, there will be at least one camouflaged
gate to be resolved. Condition (iii) guarantees all camouflaged
gates will be resolved when all the IMs are resolved, and these
IMs can be resolved in parallel.

We construct undirected graph G(V,E) as follows:
V = {MFICi|9CG 2 MFICi},
E = {(vi, vj)|9CG 2 (vi \ vj); vi, vj 2 V, i 6= j}.
Intuitively, the vertexes of graph G consist of the MFICs

that contain at least one camouflaged gate, and edges are
added for two MFICs if they share at least one common
camouflaged gate.

In this way, the connected components in the graph will
correspond to the IMs of camouflaged circuit. Fig. 2(a) and
Fig. 2(b) demonstrate one example, in which 14 MFICs will
be accordingly partitioned into 3 IMs.

B. K-medoids Clustering Within Independent Modules
We observe that solutions to the INDE MODU PAR problem

normally contain one or several very large IMs whose size
is in the same order of the original circuit. SAT-based attack
spends orders of magnitude of time on these large IMs than on
other small ones. This may render the idea of parallelization

ineffective. Therefore, we propose a second level partition
method within IMs.

Assume that there are n MFICs in one large IM, the
naive way to reduce its size is to partition the IM into n sub-
modules, with each MFIC being one sub-module, similar
to the partition method in [15]. However, a camouflaged gate
may be contained in multiple MFICs and will be resolved
many times whenever a sub-module is attacked. This will not
only slow down the de-camouflaging attack, but may also
create more conflicts and demand more efforts to resolve the
conflicts.

We adopt a trade-off strategy to partition big IMs into
multiple clusters, with each cluster containing one or multiple
MFICs and no MFICs will be shared by two clusters.
As shown in Fig. 3(a) and Fig. 3(b), by defining the weight
between two MFICs as the number of their common camou-
flaged gates, MFICs with tight connections (i.e. have many
camouflaged gates in common) will be put in the same cluster
and be resolved together, and those with loose connections
will be put in different clusters. The value of k is one
important parameter, which determines how many clusters
will be returned by the algorithm. We calculate k with the
following formula:

k = d |MFICIM | ⇤ |CGIM |
2 ⇤

X

i

CGMFICi

e

in which |MFICIM | and |CGIM | denote the numbers
of MFICs and camouflaged gates in the IM, respec-
tively. |CGMFICi | denotes the number of camouflaged
gates in MFICi. Therefore, |CGIM |X

i

CGMFICi

2 (0, 1).

Smaller |CGIM |X

i

CGMFICi

indicates tighter connections among

the MFICs, then smaller k value thus less clusters will be
returned2.

IV. PARALLELIZING SAT-BASED ATTACK

A. Possible Conflicts
We define a conflict happens if a camouflaged gate is

designated with different functionalities when it is attacked
in different sub-circuits.

In our partition strategy, conflicts may occur among the
clusters within the same IM for they have some camouflaged
gates in common. Conflicts cannot happen among IMs for IMs
do not share any common camouflaged gates.

B. Conflicts Avoidance Strategy
It will be time-consuming to eliminate the conflicts should

they exist. One need to merge the conflicting clusters and re-
attack the merged clusters as one entity. Moreover, the new

2We investigate strategies to facilitate parallelization and scale reduction
for SAT-based attacks. Further ways to optimize parallel computing (such as
adjusting the k value according to the number of cores in the server) are
possible however beyond the scope of this paper.
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Fig. 3. (a) Assign weights for the edges in Module2 (see Fig. 2(b)). (b)
k-medoids clustering result in Module2.

A. Independent Module Partitioning Problem
Camouflaged circuits are first divided into independent

modules (IM). We formulate the following IM partitioning
problem.

Definition 1. INDE MODU PAR. Given a camouflaged circuit
that comprises of camouflaged gates (CG) and conventional
logic gates, find IMs such that (i) each IM comprises of one
or more MFICs; (ii) each MFIC in an IM contains at least
one camouflaged gate; (iii) each camouflaged gate is covered
by one and only one IM.

Conditions (i) and (ii) ensure that when we apply the SAT-
based attack to each IM, there will be at least one camouflaged
gate to be resolved. Condition (iii) guarantees all camouflaged
gates will be resolved when all the IMs are resolved, and these
IMs can be resolved in parallel.

We construct undirected graph G(V,E) as follows:
V = {MFICi|9CG 2 MFICi},
E = {(vi, vj)|9CG 2 (vi \ vj); vi, vj 2 V, i 6= j}.
Intuitively, the vertexes of graph G consist of the MFICs

that contain at least one camouflaged gate, and edges are
added for two MFICs if they share at least one common
camouflaged gate.

In this way, the connected components in the graph will
correspond to the IMs of camouflaged circuit. Fig. 2(a) and
Fig. 2(b) demonstrate one example, in which 14 MFICs will
be accordingly partitioned into 3 IMs.

B. K-medoids Clustering Within Independent Modules
We observe that solutions to the INDE MODU PAR problem

normally contain one or several very large IMs whose size
is in the same order of the original circuit. SAT-based attack
spends orders of magnitude of time on these large IMs than on
other small ones. This may render the idea of parallelization

ineffective. Therefore, we propose a second level partition
method within IMs.

Assume that there are n MFICs in one large IM, the
naive way to reduce its size is to partition the IM into n sub-
modules, with each MFIC being one sub-module, similar
to the partition method in [15]. However, a camouflaged gate
may be contained in multiple MFICs and will be resolved
many times whenever a sub-module is attacked. This will not
only slow down the de-camouflaging attack, but may also
create more conflicts and demand more efforts to resolve the
conflicts.

We adopt a trade-off strategy to partition big IMs into
multiple clusters, with each cluster containing one or multiple
MFICs and no MFICs will be shared by two clusters.
As shown in Fig. 3(a) and Fig. 3(b), by defining the weight
between two MFICs as the number of their common camou-
flaged gates, MFICs with tight connections (i.e. have many
camouflaged gates in common) will be put in the same cluster
and be resolved together, and those with loose connections
will be put in different clusters. The value of k is one
important parameter, which determines how many clusters
will be returned by the algorithm. We calculate k with the
following formula:

k = d |MFICIM | ⇤ |CGIM |
2 ⇤

X

i

CGMFICi

e

in which |MFICIM | and |CGIM | denote the numbers
of MFICs and camouflaged gates in the IM, respec-
tively. |CGMFICi | denotes the number of camouflaged
gates in MFICi. Therefore, |CGIM |X

i

CGMFICi

2 (0, 1).

Smaller |CGIM |X

i

CGMFICi

indicates tighter connections among

the MFICs, then smaller k value thus less clusters will be
returned2.

IV. PARALLELIZING SAT-BASED ATTACK

A. Possible Conflicts
We define a conflict happens if a camouflaged gate is

designated with different functionalities when it is attacked
in different sub-circuits.

In our partition strategy, conflicts may occur among the
clusters within the same IM for they have some camouflaged
gates in common. Conflicts cannot happen among IMs for IMs
do not share any common camouflaged gates.

B. Conflicts Avoidance Strategy
It will be time-consuming to eliminate the conflicts should

they exist. One need to merge the conflicting clusters and re-
attack the merged clusters as one entity. Moreover, the new

2We investigate strategies to facilitate parallelization and scale reduction
for SAT-based attacks. Further ways to optimize parallel computing (such as
adjusting the k value according to the number of cores in the server) are
possible however beyond the scope of this paper.
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The three connected components in G correspond to three IMs in C.
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Fig. 3. (a) Assign weights for the edges in Module2 (see Fig. 2(b)). (b)
k-medoids clustering result in Module2.

A. Independent Module Partitioning Problem
Camouflaged circuits are first divided into independent

modules (IM). We formulate the following IM partitioning
problem.

Definition 1. INDE MODU PAR. Given a camouflaged circuit
that comprises of camouflaged gates (CG) and conventional
logic gates, find IMs such that (i) each IM comprises of one
or more MFICs; (ii) each MFIC in an IM contains at least
one camouflaged gate; (iii) each camouflaged gate is covered
by one and only one IM.

Conditions (i) and (ii) ensure that when we apply the SAT-
based attack to each IM, there will be at least one camouflaged
gate to be resolved. Condition (iii) guarantees all camouflaged
gates will be resolved when all the IMs are resolved, and these
IMs can be resolved in parallel.

We construct undirected graph G(V,E) as follows:
V = {MFICi|9CG 2 MFICi},
E = {(vi, vj)|9CG 2 (vi \ vj); vi, vj 2 V, i 6= j}.
Intuitively, the vertexes of graph G consist of the MFICs

that contain at least one camouflaged gate, and edges are
added for two MFICs if they share at least one common
camouflaged gate.

In this way, the connected components in the graph will
correspond to the IMs of camouflaged circuit. Fig. 2(a) and
Fig. 2(b) demonstrate one example, in which 14 MFICs will
be accordingly partitioned into 3 IMs.

B. K-medoids Clustering Within Independent Modules
We observe that solutions to the INDE MODU PAR problem

normally contain one or several very large IMs whose size
is in the same order of the original circuit. SAT-based attack
spends orders of magnitude of time on these large IMs than on
other small ones. This may render the idea of parallelization

ineffective. Therefore, we propose a second level partition
method within IMs.

Assume that there are n MFICs in one large IM, the
naive way to reduce its size is to partition the IM into n sub-
modules, with each MFIC being one sub-module, similar
to the partition method in [15]. However, a camouflaged gate
may be contained in multiple MFICs and will be resolved
many times whenever a sub-module is attacked. This will not
only slow down the de-camouflaging attack, but may also
create more conflicts and demand more efforts to resolve the
conflicts.

We adopt a trade-off strategy to partition big IMs into
multiple clusters, with each cluster containing one or multiple
MFICs and no MFICs will be shared by two clusters.
As shown in Fig. 3(a) and Fig. 3(b), by defining the weight
between two MFICs as the number of their common camou-
flaged gates, MFICs with tight connections (i.e. have many
camouflaged gates in common) will be put in the same cluster
and be resolved together, and those with loose connections
will be put in different clusters. The value of k is one
important parameter, which determines how many clusters
will be returned by the algorithm. We calculate k with the
following formula:

k = d |MFICIM | ⇤ |CGIM |
2 ⇤

X

i

CGMFICi

e

in which |MFICIM | and |CGIM | denote the numbers
of MFICs and camouflaged gates in the IM, respec-
tively. |CGMFICi | denotes the number of camouflaged
gates in MFICi. Therefore, |CGIM |X

i

CGMFICi

2 (0, 1).

Smaller |CGIM |X

i

CGMFICi

indicates tighter connections among

the MFICs, then smaller k value thus less clusters will be
returned2.

IV. PARALLELIZING SAT-BASED ATTACK

A. Possible Conflicts
We define a conflict happens if a camouflaged gate is

designated with different functionalities when it is attacked
in different sub-circuits.

In our partition strategy, conflicts may occur among the
clusters within the same IM for they have some camouflaged
gates in common. Conflicts cannot happen among IMs for IMs
do not share any common camouflaged gates.

B. Conflicts Avoidance Strategy
It will be time-consuming to eliminate the conflicts should

they exist. One need to merge the conflicting clusters and re-
attack the merged clusters as one entity. Moreover, the new

2We investigate strategies to facilitate parallelization and scale reduction
for SAT-based attacks. Further ways to optimize parallel computing (such as
adjusting the k value according to the number of cores in the server) are
possible however beyond the scope of this paper.
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How Conflicts Happen?

n Conflict: a camouflaged gate is designated with 
different functionalities while being attacked in 
different sub-circuits. 
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Fig. 2. (a) Build undirected graph G based on camouflaged circuit C. (b)
The three connected components in G correspond to three IMs in C.
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Fig. 3. (a) Assign weights for the edges in Module2 (see Fig. 2(b)). (b)
k-medoids clustering result in Module2.

A. Independent Module Partitioning Problem
Camouflaged circuits are first divided into independent

modules (IM). We formulate the following IM partitioning
problem.

Definition 1. INDE MODU PAR. Given a camouflaged circuit
that comprises of camouflaged gates (CG) and conventional
logic gates, find IMs such that (i) each IM comprises of one
or more MFICs; (ii) each MFIC in an IM contains at least
one camouflaged gate; (iii) each camouflaged gate is covered
by one and only one IM.

Conditions (i) and (ii) ensure that when we apply the SAT-
based attack to each IM, there will be at least one camouflaged
gate to be resolved. Condition (iii) guarantees all camouflaged
gates will be resolved when all the IMs are resolved, and these
IMs can be resolved in parallel.

We construct undirected graph G(V,E) as follows:
V = {MFICi|9CG 2 MFICi},
E = {(vi, vj)|9CG 2 (vi \ vj); vi, vj 2 V, i 6= j}.
Intuitively, the vertexes of graph G consist of the MFICs

that contain at least one camouflaged gate, and edges are
added for two MFICs if they share at least one common
camouflaged gate.

In this way, the connected components in the graph will
correspond to the IMs of camouflaged circuit. Fig. 2(a) and
Fig. 2(b) demonstrate one example, in which 14 MFICs will
be accordingly partitioned into 3 IMs.

B. K-medoids Clustering Within Independent Modules
We observe that solutions to the INDE MODU PAR problem

normally contain one or several very large IMs whose size
is in the same order of the original circuit. SAT-based attack
spends orders of magnitude of time on these large IMs than on
other small ones. This may render the idea of parallelization

ineffective. Therefore, we propose a second level partition
method within IMs.

Assume that there are n MFICs in one large IM, the
naive way to reduce its size is to partition the IM into n sub-
modules, with each MFIC being one sub-module, similar
to the partition method in [15]. However, a camouflaged gate
may be contained in multiple MFICs and will be resolved
many times whenever a sub-module is attacked. This will not
only slow down the de-camouflaging attack, but may also
create more conflicts and demand more efforts to resolve the
conflicts.

We adopt a trade-off strategy to partition big IMs into
multiple clusters, with each cluster containing one or multiple
MFICs and no MFICs will be shared by two clusters.
As shown in Fig. 3(a) and Fig. 3(b), by defining the weight
between two MFICs as the number of their common camou-
flaged gates, MFICs with tight connections (i.e. have many
camouflaged gates in common) will be put in the same cluster
and be resolved together, and those with loose connections
will be put in different clusters. The value of k is one
important parameter, which determines how many clusters
will be returned by the algorithm. We calculate k with the
following formula:

k = d |MFICIM | ⇤ |CGIM |
2 ⇤

X

i

CGMFICi

e

in which |MFICIM | and |CGIM | denote the numbers
of MFICs and camouflaged gates in the IM, respec-
tively. |CGMFICi | denotes the number of camouflaged
gates in MFICi. Therefore, |CGIM |X

i

CGMFICi

2 (0, 1).

Smaller |CGIM |X

i

CGMFICi

indicates tighter connections among

the MFICs, then smaller k value thus less clusters will be
returned2.

IV. PARALLELIZING SAT-BASED ATTACK

A. Possible Conflicts
We define a conflict happens if a camouflaged gate is

designated with different functionalities when it is attacked
in different sub-circuits.

In our partition strategy, conflicts may occur among the
clusters within the same IM for they have some camouflaged
gates in common. Conflicts cannot happen among IMs for IMs
do not share any common camouflaged gates.

B. Conflicts Avoidance Strategy
It will be time-consuming to eliminate the conflicts should

they exist. One need to merge the conflicting clusters and re-
attack the merged clusters as one entity. Moreover, the new

2We investigate strategies to facilitate parallelization and scale reduction
for SAT-based attacks. Further ways to optimize parallel computing (such as
adjusting the k value according to the number of cores in the server) are
possible however beyond the scope of this paper.
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The three connected components in G correspond to three IMs in C.
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Fig. 3. (a) Assign weights for the edges in Module2 (see Fig. 2(b)). (b)
k-medoids clustering result in Module2.

A. Independent Module Partitioning Problem
Camouflaged circuits are first divided into independent

modules (IM). We formulate the following IM partitioning
problem.

Definition 1. INDE MODU PAR. Given a camouflaged circuit
that comprises of camouflaged gates (CG) and conventional
logic gates, find IMs such that (i) each IM comprises of one
or more MFICs; (ii) each MFIC in an IM contains at least
one camouflaged gate; (iii) each camouflaged gate is covered
by one and only one IM.

Conditions (i) and (ii) ensure that when we apply the SAT-
based attack to each IM, there will be at least one camouflaged
gate to be resolved. Condition (iii) guarantees all camouflaged
gates will be resolved when all the IMs are resolved, and these
IMs can be resolved in parallel.

We construct undirected graph G(V,E) as follows:
V = {MFICi|9CG 2 MFICi},
E = {(vi, vj)|9CG 2 (vi \ vj); vi, vj 2 V, i 6= j}.
Intuitively, the vertexes of graph G consist of the MFICs

that contain at least one camouflaged gate, and edges are
added for two MFICs if they share at least one common
camouflaged gate.

In this way, the connected components in the graph will
correspond to the IMs of camouflaged circuit. Fig. 2(a) and
Fig. 2(b) demonstrate one example, in which 14 MFICs will
be accordingly partitioned into 3 IMs.

B. K-medoids Clustering Within Independent Modules
We observe that solutions to the INDE MODU PAR problem

normally contain one or several very large IMs whose size
is in the same order of the original circuit. SAT-based attack
spends orders of magnitude of time on these large IMs than on
other small ones. This may render the idea of parallelization

ineffective. Therefore, we propose a second level partition
method within IMs.

Assume that there are n MFICs in one large IM, the
naive way to reduce its size is to partition the IM into n sub-
modules, with each MFIC being one sub-module, similar
to the partition method in [15]. However, a camouflaged gate
may be contained in multiple MFICs and will be resolved
many times whenever a sub-module is attacked. This will not
only slow down the de-camouflaging attack, but may also
create more conflicts and demand more efforts to resolve the
conflicts.

We adopt a trade-off strategy to partition big IMs into
multiple clusters, with each cluster containing one or multiple
MFICs and no MFICs will be shared by two clusters.
As shown in Fig. 3(a) and Fig. 3(b), by defining the weight
between two MFICs as the number of their common camou-
flaged gates, MFICs with tight connections (i.e. have many
camouflaged gates in common) will be put in the same cluster
and be resolved together, and those with loose connections
will be put in different clusters. The value of k is one
important parameter, which determines how many clusters
will be returned by the algorithm. We calculate k with the
following formula:

k = d |MFICIM | ⇤ |CGIM |
2 ⇤

X

i

CGMFICi

e

in which |MFICIM | and |CGIM | denote the numbers
of MFICs and camouflaged gates in the IM, respec-
tively. |CGMFICi | denotes the number of camouflaged
gates in MFICi. Therefore, |CGIM |X

i

CGMFICi

2 (0, 1).

Smaller |CGIM |X

i

CGMFICi

indicates tighter connections among

the MFICs, then smaller k value thus less clusters will be
returned2.

IV. PARALLELIZING SAT-BASED ATTACK

A. Possible Conflicts
We define a conflict happens if a camouflaged gate is

designated with different functionalities when it is attacked
in different sub-circuits.

In our partition strategy, conflicts may occur among the
clusters within the same IM for they have some camouflaged
gates in common. Conflicts cannot happen among IMs for IMs
do not share any common camouflaged gates.

B. Conflicts Avoidance Strategy
It will be time-consuming to eliminate the conflicts should

they exist. One need to merge the conflicting clusters and re-
attack the merged clusters as one entity. Moreover, the new

2We investigate strategies to facilitate parallelization and scale reduction
for SAT-based attacks. Further ways to optimize parallel computing (such as
adjusting the k value according to the number of cores in the server) are
possible however beyond the scope of this paper.
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Fig. 3. (a) Assign weights for the edges in Module2 (see Fig. 2(b)). (b)
k-medoids clustering result in Module2.

A. Independent Module Partitioning Problem
Camouflaged circuits are first divided into independent

modules (IM). We formulate the following IM partitioning
problem.

Definition 1. INDE MODU PAR. Given a camouflaged circuit
that comprises of camouflaged gates (CG) and conventional
logic gates, find IMs such that (i) each IM comprises of one
or more MFICs; (ii) each MFIC in an IM contains at least
one camouflaged gate; (iii) each camouflaged gate is covered
by one and only one IM.

Conditions (i) and (ii) ensure that when we apply the SAT-
based attack to each IM, there will be at least one camouflaged
gate to be resolved. Condition (iii) guarantees all camouflaged
gates will be resolved when all the IMs are resolved, and these
IMs can be resolved in parallel.

We construct undirected graph G(V,E) as follows:
V = {MFICi|9CG 2 MFICi},
E = {(vi, vj)|9CG 2 (vi \ vj); vi, vj 2 V, i 6= j}.
Intuitively, the vertexes of graph G consist of the MFICs

that contain at least one camouflaged gate, and edges are
added for two MFICs if they share at least one common
camouflaged gate.

In this way, the connected components in the graph will
correspond to the IMs of camouflaged circuit. Fig. 2(a) and
Fig. 2(b) demonstrate one example, in which 14 MFICs will
be accordingly partitioned into 3 IMs.

B. K-medoids Clustering Within Independent Modules
We observe that solutions to the INDE MODU PAR problem

normally contain one or several very large IMs whose size
is in the same order of the original circuit. SAT-based attack
spends orders of magnitude of time on these large IMs than on
other small ones. This may render the idea of parallelization

ineffective. Therefore, we propose a second level partition
method within IMs.

Assume that there are n MFICs in one large IM, the
naive way to reduce its size is to partition the IM into n sub-
modules, with each MFIC being one sub-module, similar
to the partition method in [15]. However, a camouflaged gate
may be contained in multiple MFICs and will be resolved
many times whenever a sub-module is attacked. This will not
only slow down the de-camouflaging attack, but may also
create more conflicts and demand more efforts to resolve the
conflicts.

We adopt a trade-off strategy to partition big IMs into
multiple clusters, with each cluster containing one or multiple
MFICs and no MFICs will be shared by two clusters.
As shown in Fig. 3(a) and Fig. 3(b), by defining the weight
between two MFICs as the number of their common camou-
flaged gates, MFICs with tight connections (i.e. have many
camouflaged gates in common) will be put in the same cluster
and be resolved together, and those with loose connections
will be put in different clusters. The value of k is one
important parameter, which determines how many clusters
will be returned by the algorithm. We calculate k with the
following formula:

k = d |MFICIM | ⇤ |CGIM |
2 ⇤

X

i

CGMFICi

e

in which |MFICIM | and |CGIM | denote the numbers
of MFICs and camouflaged gates in the IM, respec-
tively. |CGMFICi | denotes the number of camouflaged
gates in MFICi. Therefore, |CGIM |X

i

CGMFICi

2 (0, 1).

Smaller |CGIM |X

i

CGMFICi

indicates tighter connections among

the MFICs, then smaller k value thus less clusters will be
returned2.

IV. PARALLELIZING SAT-BASED ATTACK

A. Possible Conflicts
We define a conflict happens if a camouflaged gate is

designated with different functionalities when it is attacked
in different sub-circuits.

In our partition strategy, conflicts may occur among the
clusters within the same IM for they have some camouflaged
gates in common. Conflicts cannot happen among IMs for IMs
do not share any common camouflaged gates.

B. Conflicts Avoidance Strategy
It will be time-consuming to eliminate the conflicts should

they exist. One need to merge the conflicting clusters and re-
attack the merged clusters as one entity. Moreover, the new

2We investigate strategies to facilitate parallelization and scale reduction
for SAT-based attacks. Further ways to optimize parallel computing (such as
adjusting the k value according to the number of cores in the server) are
possible however beyond the scope of this paper.

into smaller sub-problems. The proposed framework for the
parallelization of SAT-based attack will be elaborated in
Section IV. Section V reports the experimental results with
focus on the scale reduction and speed up of SAT-based de-
camouflaging attack achieved by our approach. Section VI
concludes the paper.

II. PRELIMINARIES

In this section, the basic concepts in circuit camouflag-
ing, the attack model and attack method of SAT-based de-
camouflaging are reviewed. We also introduce the notions
of MFIC, connected components, and k-medoids clustering,
which lay the foundations for the work in this paper.

A. Circuit Camouflaging
Circuit camouflaging hides the circuit design information

by replacing a selective set of conventional logic gates with
camouflaged cells. These camouflaged cells can be configured
to have one of the multiple functionalities while maintaining
an identical look to RE attackers. Therefore, when an attacker
performs top-down RE, he will not be able to directly observe
their functionalities. The security of circuit camouflaging will
depend on the difficulty of resolving the real functionalities
of the camouflaged gates. Typically, it is assumed that the
attacker is able to extract a camouflaged netlist, in which he
only knows the functionalities of un-camouflaged gates and
the possible functionalities that each camouflaged gate may
implement; the attacker has only access to the primary inputs
(PIs) and primary outputs (POs) of the oracle circuit; and the
attacker can query the black-box functionality of the oracle
circuit by its PIs and POs. Our discussions in this paper will
follow these assumptions.

B. SAT-Based De-Camouflaging Attack
1) Attack Flow: Fig. 1 shows the SAT-based de-

camouflaging attack flow. Recall that SAT-based attack tries to
find one discriminating set of input patterns DiscSet, under
which incorrect completions will have different outputs with
the oracle circuit, then with DiscSet, finding one correct
completion for the camouflaged gates [17]. This corresponds
to Stage 1 and Stage 2 in the flow, respectively.

Stage 1 takes the camouflaged circuit C and oracle circuit
C as inputs, and returns a discriminating set of input patterns
DiscSet (equals to I). Stage 1 iteratively involves NOT-DISC-
SET-DEC for (|DiscSet|+1) times (see [17] for more details).
Stage 2 takes DiscSet, camouflaged circuit C, and oracle
circuit C as inputs, and returns one correct completion for
camouflaged gates by calling COMPLETION-DEC for one time
[17].

Both NOT-DISC-SET-DEC and COMPLETION-DEC are re-
duced to Circuit-SAT then CNF-SAT to be solved by off-the-
shelf SAT solvers [20].

C. Notions
1) Maximum Fan-in Cone: The Maximum Fan-in Cone

rooted at a primary output PO, marked as MFICPO, con-
tains the gates whose outputs directly or indirectly feed PO.
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Fig. 1. SAT-based de-camouflaging attack flow.

Formally, MFICPO = {Gi|9path,Gi ! PO} [15]. In this
paper, MFIC will be referred to as the corresponding sub-
circuit of MFICPO. Given that an attacker can only query
the function of oracle circuit by feeding PIs and observing
POs, MFIC will be the minimum unit for de-camouflaging
attacks. Therefore, the partitioning and clustering strategies in
this paper will be based on this unit of MFIC.

2) Connected Components: For an undirected graph G, a
connected component (CC) is defined as a subgraph in which
any two vertexes are connected to each other by paths, while
not connected to other vertexes outside the subgraph [21].

3) K-medoids Clustering: K-medoids is a classical algo-
rithm to partition the data set of n objects into k clusters [22].
The optimization goal is to minimize the sum of distances by
each object to its allocated medoid. In this paper, the objects
are discrete MFICs, therefore, we adopt k-medoids which
selects the objects as centers rather than k-means clustering
which selects the means of objects as centers.

III. BREAKING DOWN THE CAMOUFLAGED CIRCUIT

To facilitate parallelization of SAT-based attack, we need
to first break down the de-camouflaging problem into smaller
sub-problems. The work in [15] partitioned camouflaged gates
into the smallest unit of sub-circuits (namely MFICs) and
attacked each MFIC separately. This naive totally partitioned
approach can result in many repetitive efforts because some
camouflaged gates can be simultaneously in multiple sub-
circuits thus need to be attacked for many times. Our work in
this paper balances the trade-offs between the scale reductions
and additional repetitive efforts with a two-level partition
strategy (independent module partitioning and k-medoids clus-
tering). Also, we consider and avoid conflicts among camou-
flaged gates that simultaneously in multiple sub-circuits, which
is one of the key factors to enable parallelization (Section IV).

n Stage 2 designate camouflaged gates with certain 
functionalities

n Only perform Stage 1 in clusters, then perform Stage 2 
within the whole module.
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Fig. 2. (a) Build undirected graph G based on camouflaged circuit C. (b)
The three connected components in G correspond to three IMs in C.
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Fig. 3. (a) Assign weights for the edges in Module2 (see Fig. 2(b)). (b)
k-medoids clustering result in Module2.

A. Independent Module Partitioning Problem
Camouflaged circuits are first divided into independent

modules (IM). We formulate the following IM partitioning
problem.

Definition 1. INDE MODU PAR. Given a camouflaged circuit
that comprises of camouflaged gates (CG) and conventional
logic gates, find IMs such that (i) each IM comprises of one
or more MFICs; (ii) each MFIC in an IM contains at least
one camouflaged gate; (iii) each camouflaged gate is covered
by one and only one IM.

Conditions (i) and (ii) ensure that when we apply the SAT-
based attack to each IM, there will be at least one camouflaged
gate to be resolved. Condition (iii) guarantees all camouflaged
gates will be resolved when all the IMs are resolved, and these
IMs can be resolved in parallel.

We construct undirected graph G(V,E) as follows:
V = {MFICi|9CG 2 MFICi},
E = {(vi, vj)|9CG 2 (vi \ vj); vi, vj 2 V, i 6= j}.
Intuitively, the vertexes of graph G consist of the MFICs

that contain at least one camouflaged gate, and edges are
added for two MFICs if they share at least one common
camouflaged gate.

In this way, the connected components in the graph will
correspond to the IMs of camouflaged circuit. Fig. 2(a) and
Fig. 2(b) demonstrate one example, in which 14 MFICs will
be accordingly partitioned into 3 IMs.

B. K-medoids Clustering Within Independent Modules
We observe that solutions to the INDE MODU PAR problem

normally contain one or several very large IMs whose size
is in the same order of the original circuit. SAT-based attack
spends orders of magnitude of time on these large IMs than on
other small ones. This may render the idea of parallelization

ineffective. Therefore, we propose a second level partition
method within IMs.

Assume that there are n MFICs in one large IM, the
naive way to reduce its size is to partition the IM into n sub-
modules, with each MFIC being one sub-module, similar
to the partition method in [15]. However, a camouflaged gate
may be contained in multiple MFICs and will be resolved
many times whenever a sub-module is attacked. This will not
only slow down the de-camouflaging attack, but may also
create more conflicts and demand more efforts to resolve the
conflicts.

We adopt a trade-off strategy to partition big IMs into
multiple clusters, with each cluster containing one or multiple
MFICs and no MFICs will be shared by two clusters.
As shown in Fig. 3(a) and Fig. 3(b), by defining the weight
between two MFICs as the number of their common camou-
flaged gates, MFICs with tight connections (i.e. have many
camouflaged gates in common) will be put in the same cluster
and be resolved together, and those with loose connections
will be put in different clusters. The value of k is one
important parameter, which determines how many clusters
will be returned by the algorithm. We calculate k with the
following formula:

k = d |MFICIM | ⇤ |CGIM |
2 ⇤

X

i

CGMFICi

e

in which |MFICIM | and |CGIM | denote the numbers
of MFICs and camouflaged gates in the IM, respec-
tively. |CGMFICi | denotes the number of camouflaged
gates in MFICi. Therefore, |CGIM |X

i

CGMFICi

2 (0, 1).

Smaller |CGIM |X

i

CGMFICi

indicates tighter connections among

the MFICs, then smaller k value thus less clusters will be
returned2.

IV. PARALLELIZING SAT-BASED ATTACK

A. Possible Conflicts
We define a conflict happens if a camouflaged gate is

designated with different functionalities when it is attacked
in different sub-circuits.

In our partition strategy, conflicts may occur among the
clusters within the same IM for they have some camouflaged
gates in common. Conflicts cannot happen among IMs for IMs
do not share any common camouflaged gates.

B. Conflicts Avoidance Strategy
It will be time-consuming to eliminate the conflicts should

they exist. One need to merge the conflicting clusters and re-
attack the merged clusters as one entity. Moreover, the new

2We investigate strategies to facilitate parallelization and scale reduction
for SAT-based attacks. Further ways to optimize parallel computing (such as
adjusting the k value according to the number of cores in the server) are
possible however beyond the scope of this paper.

into smaller sub-problems. The proposed framework for the
parallelization of SAT-based attack will be elaborated in
Section IV. Section V reports the experimental results with
focus on the scale reduction and speed up of SAT-based de-
camouflaging attack achieved by our approach. Section VI
concludes the paper.

II. PRELIMINARIES

In this section, the basic concepts in circuit camouflag-
ing, the attack model and attack method of SAT-based de-
camouflaging are reviewed. We also introduce the notions
of MFIC, connected components, and k-medoids clustering,
which lay the foundations for the work in this paper.

A. Circuit Camouflaging
Circuit camouflaging hides the circuit design information

by replacing a selective set of conventional logic gates with
camouflaged cells. These camouflaged cells can be configured
to have one of the multiple functionalities while maintaining
an identical look to RE attackers. Therefore, when an attacker
performs top-down RE, he will not be able to directly observe
their functionalities. The security of circuit camouflaging will
depend on the difficulty of resolving the real functionalities
of the camouflaged gates. Typically, it is assumed that the
attacker is able to extract a camouflaged netlist, in which he
only knows the functionalities of un-camouflaged gates and
the possible functionalities that each camouflaged gate may
implement; the attacker has only access to the primary inputs
(PIs) and primary outputs (POs) of the oracle circuit; and the
attacker can query the black-box functionality of the oracle
circuit by its PIs and POs. Our discussions in this paper will
follow these assumptions.

B. SAT-Based De-Camouflaging Attack
1) Attack Flow: Fig. 1 shows the SAT-based de-

camouflaging attack flow. Recall that SAT-based attack tries to
find one discriminating set of input patterns DiscSet, under
which incorrect completions will have different outputs with
the oracle circuit, then with DiscSet, finding one correct
completion for the camouflaged gates [17]. This corresponds
to Stage 1 and Stage 2 in the flow, respectively.

Stage 1 takes the camouflaged circuit C and oracle circuit
C as inputs, and returns a discriminating set of input patterns
DiscSet (equals to I). Stage 1 iteratively involves NOT-DISC-
SET-DEC for (|DiscSet|+1) times (see [17] for more details).
Stage 2 takes DiscSet, camouflaged circuit C, and oracle
circuit C as inputs, and returns one correct completion for
camouflaged gates by calling COMPLETION-DEC for one time
[17].

Both NOT-DISC-SET-DEC and COMPLETION-DEC are re-
duced to Circuit-SAT then CNF-SAT to be solved by off-the-
shelf SAT solvers [20].

C. Notions
1) Maximum Fan-in Cone: The Maximum Fan-in Cone

rooted at a primary output PO, marked as MFICPO, con-
tains the gates whose outputs directly or indirectly feed PO.
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Fig. 1. SAT-based de-camouflaging attack flow.

Formally, MFICPO = {Gi|9path,Gi ! PO} [15]. In this
paper, MFIC will be referred to as the corresponding sub-
circuit of MFICPO. Given that an attacker can only query
the function of oracle circuit by feeding PIs and observing
POs, MFIC will be the minimum unit for de-camouflaging
attacks. Therefore, the partitioning and clustering strategies in
this paper will be based on this unit of MFIC.

2) Connected Components: For an undirected graph G, a
connected component (CC) is defined as a subgraph in which
any two vertexes are connected to each other by paths, while
not connected to other vertexes outside the subgraph [21].

3) K-medoids Clustering: K-medoids is a classical algo-
rithm to partition the data set of n objects into k clusters [22].
The optimization goal is to minimize the sum of distances by
each object to its allocated medoid. In this paper, the objects
are discrete MFICs, therefore, we adopt k-medoids which
selects the objects as centers rather than k-means clustering
which selects the means of objects as centers.

III. BREAKING DOWN THE CAMOUFLAGED CIRCUIT

To facilitate parallelization of SAT-based attack, we need
to first break down the de-camouflaging problem into smaller
sub-problems. The work in [15] partitioned camouflaged gates
into the smallest unit of sub-circuits (namely MFICs) and
attacked each MFIC separately. This naive totally partitioned
approach can result in many repetitive efforts because some
camouflaged gates can be simultaneously in multiple sub-
circuits thus need to be attacked for many times. Our work in
this paper balances the trade-offs between the scale reductions
and additional repetitive efforts with a two-level partition
strategy (independent module partitioning and k-medoids clus-
tering). Also, we consider and avoid conflicts among camou-
flaged gates that simultaneously in multiple sub-circuits, which
is one of the key factors to enable parallelization (Section IV).

n Theorem 1: The union set of DiscSets of clusters 
in one IM, is the IM’s one DiscSet. 
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Fig. 2. (a) Build undirected graph G based on camouflaged circuit C. (b)
The three connected components in G correspond to three IMs in C.
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Fig. 3. (a) Assign weights for the edges in Module2 (see Fig. 2(b)). (b)
k-medoids clustering result in Module2.

A. Independent Module Partitioning Problem
Camouflaged circuits are first divided into independent

modules (IM). We formulate the following IM partitioning
problem.

Definition 1. INDE MODU PAR. Given a camouflaged circuit
that comprises of camouflaged gates (CG) and conventional
logic gates, find IMs such that (i) each IM comprises of one
or more MFICs; (ii) each MFIC in an IM contains at least
one camouflaged gate; (iii) each camouflaged gate is covered
by one and only one IM.

Conditions (i) and (ii) ensure that when we apply the SAT-
based attack to each IM, there will be at least one camouflaged
gate to be resolved. Condition (iii) guarantees all camouflaged
gates will be resolved when all the IMs are resolved, and these
IMs can be resolved in parallel.

We construct undirected graph G(V,E) as follows:
V = {MFICi|9CG 2 MFICi},
E = {(vi, vj)|9CG 2 (vi \ vj); vi, vj 2 V, i 6= j}.
Intuitively, the vertexes of graph G consist of the MFICs

that contain at least one camouflaged gate, and edges are
added for two MFICs if they share at least one common
camouflaged gate.

In this way, the connected components in the graph will
correspond to the IMs of camouflaged circuit. Fig. 2(a) and
Fig. 2(b) demonstrate one example, in which 14 MFICs will
be accordingly partitioned into 3 IMs.

B. K-medoids Clustering Within Independent Modules
We observe that solutions to the INDE MODU PAR problem

normally contain one or several very large IMs whose size
is in the same order of the original circuit. SAT-based attack
spends orders of magnitude of time on these large IMs than on
other small ones. This may render the idea of parallelization

ineffective. Therefore, we propose a second level partition
method within IMs.

Assume that there are n MFICs in one large IM, the
naive way to reduce its size is to partition the IM into n sub-
modules, with each MFIC being one sub-module, similar
to the partition method in [15]. However, a camouflaged gate
may be contained in multiple MFICs and will be resolved
many times whenever a sub-module is attacked. This will not
only slow down the de-camouflaging attack, but may also
create more conflicts and demand more efforts to resolve the
conflicts.

We adopt a trade-off strategy to partition big IMs into
multiple clusters, with each cluster containing one or multiple
MFICs and no MFICs will be shared by two clusters.
As shown in Fig. 3(a) and Fig. 3(b), by defining the weight
between two MFICs as the number of their common camou-
flaged gates, MFICs with tight connections (i.e. have many
camouflaged gates in common) will be put in the same cluster
and be resolved together, and those with loose connections
will be put in different clusters. The value of k is one
important parameter, which determines how many clusters
will be returned by the algorithm. We calculate k with the
following formula:

k = d |MFICIM | ⇤ |CGIM |
2 ⇤
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CGMFICi
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in which |MFICIM | and |CGIM | denote the numbers
of MFICs and camouflaged gates in the IM, respec-
tively. |CGMFICi | denotes the number of camouflaged
gates in MFICi. Therefore, |CGIM |X

i

CGMFICi

2 (0, 1).

Smaller |CGIM |X

i

CGMFICi

indicates tighter connections among

the MFICs, then smaller k value thus less clusters will be
returned2.

IV. PARALLELIZING SAT-BASED ATTACK

A. Possible Conflicts
We define a conflict happens if a camouflaged gate is

designated with different functionalities when it is attacked
in different sub-circuits.

In our partition strategy, conflicts may occur among the
clusters within the same IM for they have some camouflaged
gates in common. Conflicts cannot happen among IMs for IMs
do not share any common camouflaged gates.

B. Conflicts Avoidance Strategy
It will be time-consuming to eliminate the conflicts should

they exist. One need to merge the conflicting clusters and re-
attack the merged clusters as one entity. Moreover, the new

2We investigate strategies to facilitate parallelization and scale reduction
for SAT-based attacks. Further ways to optimize parallel computing (such as
adjusting the k value according to the number of cores in the server) are
possible however beyond the scope of this paper.

into smaller sub-problems. The proposed framework for the
parallelization of SAT-based attack will be elaborated in
Section IV. Section V reports the experimental results with
focus on the scale reduction and speed up of SAT-based de-
camouflaging attack achieved by our approach. Section VI
concludes the paper.

II. PRELIMINARIES

In this section, the basic concepts in circuit camouflag-
ing, the attack model and attack method of SAT-based de-
camouflaging are reviewed. We also introduce the notions
of MFIC, connected components, and k-medoids clustering,
which lay the foundations for the work in this paper.

A. Circuit Camouflaging
Circuit camouflaging hides the circuit design information

by replacing a selective set of conventional logic gates with
camouflaged cells. These camouflaged cells can be configured
to have one of the multiple functionalities while maintaining
an identical look to RE attackers. Therefore, when an attacker
performs top-down RE, he will not be able to directly observe
their functionalities. The security of circuit camouflaging will
depend on the difficulty of resolving the real functionalities
of the camouflaged gates. Typically, it is assumed that the
attacker is able to extract a camouflaged netlist, in which he
only knows the functionalities of un-camouflaged gates and
the possible functionalities that each camouflaged gate may
implement; the attacker has only access to the primary inputs
(PIs) and primary outputs (POs) of the oracle circuit; and the
attacker can query the black-box functionality of the oracle
circuit by its PIs and POs. Our discussions in this paper will
follow these assumptions.

B. SAT-Based De-Camouflaging Attack
1) Attack Flow: Fig. 1 shows the SAT-based de-

camouflaging attack flow. Recall that SAT-based attack tries to
find one discriminating set of input patterns DiscSet, under
which incorrect completions will have different outputs with
the oracle circuit, then with DiscSet, finding one correct
completion for the camouflaged gates [17]. This corresponds
to Stage 1 and Stage 2 in the flow, respectively.

Stage 1 takes the camouflaged circuit C and oracle circuit
C as inputs, and returns a discriminating set of input patterns
DiscSet (equals to I). Stage 1 iteratively involves NOT-DISC-
SET-DEC for (|DiscSet|+1) times (see [17] for more details).
Stage 2 takes DiscSet, camouflaged circuit C, and oracle
circuit C as inputs, and returns one correct completion for
camouflaged gates by calling COMPLETION-DEC for one time
[17].

Both NOT-DISC-SET-DEC and COMPLETION-DEC are re-
duced to Circuit-SAT then CNF-SAT to be solved by off-the-
shelf SAT solvers [20].

C. Notions
1) Maximum Fan-in Cone: The Maximum Fan-in Cone

rooted at a primary output PO, marked as MFICPO, con-
tains the gates whose outputs directly or indirectly feed PO.

C C C

C
C

C

C

Fig. 1. SAT-based de-camouflaging attack flow.

Formally, MFICPO = {Gi|9path,Gi ! PO} [15]. In this
paper, MFIC will be referred to as the corresponding sub-
circuit of MFICPO. Given that an attacker can only query
the function of oracle circuit by feeding PIs and observing
POs, MFIC will be the minimum unit for de-camouflaging
attacks. Therefore, the partitioning and clustering strategies in
this paper will be based on this unit of MFIC.

2) Connected Components: For an undirected graph G, a
connected component (CC) is defined as a subgraph in which
any two vertexes are connected to each other by paths, while
not connected to other vertexes outside the subgraph [21].

3) K-medoids Clustering: K-medoids is a classical algo-
rithm to partition the data set of n objects into k clusters [22].
The optimization goal is to minimize the sum of distances by
each object to its allocated medoid. In this paper, the objects
are discrete MFICs, therefore, we adopt k-medoids which
selects the objects as centers rather than k-means clustering
which selects the means of objects as centers.

III. BREAKING DOWN THE CAMOUFLAGED CIRCUIT

To facilitate parallelization of SAT-based attack, we need
to first break down the de-camouflaging problem into smaller
sub-problems. The work in [15] partitioned camouflaged gates
into the smallest unit of sub-circuits (namely MFICs) and
attacked each MFIC separately. This naive totally partitioned
approach can result in many repetitive efforts because some
camouflaged gates can be simultaneously in multiple sub-
circuits thus need to be attacked for many times. Our work in
this paper balances the trade-offs between the scale reductions
and additional repetitive efforts with a two-level partition
strategy (independent module partitioning and k-medoids clus-
tering). Also, we consider and avoid conflicts among camou-
flaged gates that simultaneously in multiple sub-circuits, which
is one of the key factors to enable parallelization (Section IV).

n Theorem 1: The union set of DiscSets of clusters 
in one IM, is the IM’s one DiscSet. 
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(a) (b)

Fig. 2. (a) Build undirected graph G based on camouflaged circuit C. (b)
The three connected components in G correspond to three IMs in C.

(a) (b)

Fig. 3. (a) Assign weights for the edges in Module2 (see Fig. 2(b)). (b)
k-medoids clustering result in Module2.

A. Independent Module Partitioning Problem
Camouflaged circuits are first divided into independent

modules (IM). We formulate the following IM partitioning
problem.

Definition 1. INDE MODU PAR. Given a camouflaged circuit
that comprises of camouflaged gates (CG) and conventional
logic gates, find IMs such that (i) each IM comprises of one
or more MFICs; (ii) each MFIC in an IM contains at least
one camouflaged gate; (iii) each camouflaged gate is covered
by one and only one IM.

Conditions (i) and (ii) ensure that when we apply the SAT-
based attack to each IM, there will be at least one camouflaged
gate to be resolved. Condition (iii) guarantees all camouflaged
gates will be resolved when all the IMs are resolved, and these
IMs can be resolved in parallel.

We construct undirected graph G(V,E) as follows:
V = {MFICi|9CG 2 MFICi},
E = {(vi, vj)|9CG 2 (vi \ vj); vi, vj 2 V, i 6= j}.
Intuitively, the vertexes of graph G consist of the MFICs

that contain at least one camouflaged gate, and edges are
added for two MFICs if they share at least one common
camouflaged gate.

In this way, the connected components in the graph will
correspond to the IMs of camouflaged circuit. Fig. 2(a) and
Fig. 2(b) demonstrate one example, in which 14 MFICs will
be accordingly partitioned into 3 IMs.

B. K-medoids Clustering Within Independent Modules
We observe that solutions to the INDE MODU PAR problem

normally contain one or several very large IMs whose size
is in the same order of the original circuit. SAT-based attack
spends orders of magnitude of time on these large IMs than on
other small ones. This may render the idea of parallelization

ineffective. Therefore, we propose a second level partition
method within IMs.

Assume that there are n MFICs in one large IM, the
naive way to reduce its size is to partition the IM into n sub-
modules, with each MFIC being one sub-module, similar
to the partition method in [15]. However, a camouflaged gate
may be contained in multiple MFICs and will be resolved
many times whenever a sub-module is attacked. This will not
only slow down the de-camouflaging attack, but may also
create more conflicts and demand more efforts to resolve the
conflicts.

We adopt a trade-off strategy to partition big IMs into
multiple clusters, with each cluster containing one or multiple
MFICs and no MFICs will be shared by two clusters.
As shown in Fig. 3(a) and Fig. 3(b), by defining the weight
between two MFICs as the number of their common camou-
flaged gates, MFICs with tight connections (i.e. have many
camouflaged gates in common) will be put in the same cluster
and be resolved together, and those with loose connections
will be put in different clusters. The value of k is one
important parameter, which determines how many clusters
will be returned by the algorithm. We calculate k with the
following formula:

k = d |MFICIM | ⇤ |CGIM |
2 ⇤

X

i

CGMFICi

e

in which |MFICIM | and |CGIM | denote the numbers
of MFICs and camouflaged gates in the IM, respec-
tively. |CGMFICi | denotes the number of camouflaged
gates in MFICi. Therefore, |CGIM |X

i

CGMFICi

2 (0, 1).

Smaller |CGIM |X

i

CGMFICi

indicates tighter connections among

the MFICs, then smaller k value thus less clusters will be
returned2.

IV. PARALLELIZING SAT-BASED ATTACK

A. Possible Conflicts
We define a conflict happens if a camouflaged gate is

designated with different functionalities when it is attacked
in different sub-circuits.

In our partition strategy, conflicts may occur among the
clusters within the same IM for they have some camouflaged
gates in common. Conflicts cannot happen among IMs for IMs
do not share any common camouflaged gates.

B. Conflicts Avoidance Strategy
It will be time-consuming to eliminate the conflicts should

they exist. One need to merge the conflicting clusters and re-
attack the merged clusters as one entity. Moreover, the new

2We investigate strategies to facilitate parallelization and scale reduction
for SAT-based attacks. Further ways to optimize parallel computing (such as
adjusting the k value according to the number of cores in the server) are
possible however beyond the scope of this paper.
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Fig. 3. (a) Assign weights for the edges in Module2 (see Fig. 2(b)). (b)
k-medoids clustering result in Module2.

A. Independent Module Partitioning Problem
Camouflaged circuits are first divided into independent

modules (IM). We formulate the following IM partitioning
problem.

Definition 1. INDE MODU PAR. Given a camouflaged circuit
that comprises of camouflaged gates (CG) and conventional
logic gates, find IMs such that (i) each IM comprises of one
or more MFICs; (ii) each MFIC in an IM contains at least
one camouflaged gate; (iii) each camouflaged gate is covered
by one and only one IM.

Conditions (i) and (ii) ensure that when we apply the SAT-
based attack to each IM, there will be at least one camouflaged
gate to be resolved. Condition (iii) guarantees all camouflaged
gates will be resolved when all the IMs are resolved, and these
IMs can be resolved in parallel.

We construct undirected graph G(V,E) as follows:
V = {MFICi|9CG 2 MFICi},
E = {(vi, vj)|9CG 2 (vi \ vj); vi, vj 2 V, i 6= j}.
Intuitively, the vertexes of graph G consist of the MFICs

that contain at least one camouflaged gate, and edges are
added for two MFICs if they share at least one common
camouflaged gate.

In this way, the connected components in the graph will
correspond to the IMs of camouflaged circuit. Fig. 2(a) and
Fig. 2(b) demonstrate one example, in which 14 MFICs will
be accordingly partitioned into 3 IMs.

B. K-medoids Clustering Within Independent Modules
We observe that solutions to the INDE MODU PAR problem

normally contain one or several very large IMs whose size
is in the same order of the original circuit. SAT-based attack
spends orders of magnitude of time on these large IMs than on
other small ones. This may render the idea of parallelization

ineffective. Therefore, we propose a second level partition
method within IMs.

Assume that there are n MFICs in one large IM, the
naive way to reduce its size is to partition the IM into n sub-
modules, with each MFIC being one sub-module, similar
to the partition method in [15]. However, a camouflaged gate
may be contained in multiple MFICs and will be resolved
many times whenever a sub-module is attacked. This will not
only slow down the de-camouflaging attack, but may also
create more conflicts and demand more efforts to resolve the
conflicts.

We adopt a trade-off strategy to partition big IMs into
multiple clusters, with each cluster containing one or multiple
MFICs and no MFICs will be shared by two clusters.
As shown in Fig. 3(a) and Fig. 3(b), by defining the weight
between two MFICs as the number of their common camou-
flaged gates, MFICs with tight connections (i.e. have many
camouflaged gates in common) will be put in the same cluster
and be resolved together, and those with loose connections
will be put in different clusters. The value of k is one
important parameter, which determines how many clusters
will be returned by the algorithm. We calculate k with the
following formula:

k = d |MFICIM | ⇤ |CGIM |
2 ⇤

X

i

CGMFICi

e

in which |MFICIM | and |CGIM | denote the numbers
of MFICs and camouflaged gates in the IM, respec-
tively. |CGMFICi | denotes the number of camouflaged
gates in MFICi. Therefore, |CGIM |X

i

CGMFICi

2 (0, 1).

Smaller |CGIM |X

i

CGMFICi

indicates tighter connections among

the MFICs, then smaller k value thus less clusters will be
returned2.

IV. PARALLELIZING SAT-BASED ATTACK

A. Possible Conflicts
We define a conflict happens if a camouflaged gate is

designated with different functionalities when it is attacked
in different sub-circuits.

In our partition strategy, conflicts may occur among the
clusters within the same IM for they have some camouflaged
gates in common. Conflicts cannot happen among IMs for IMs
do not share any common camouflaged gates.

B. Conflicts Avoidance Strategy
It will be time-consuming to eliminate the conflicts should

they exist. One need to merge the conflicting clusters and re-
attack the merged clusters as one entity. Moreover, the new

2We investigate strategies to facilitate parallelization and scale reduction
for SAT-based attacks. Further ways to optimize parallel computing (such as
adjusting the k value according to the number of cores in the server) are
possible however beyond the scope of this paper.
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Scale Reductions of SAT Formulas

n #CLAUS, #VARS, #ITERS achieves 71.9%, 70.2%, 
and 55% reductions, respectively.

n Total runtime reduces from 4.1s to 1.9s.

Fig. 5. Comparisons of the numbers of clauses in SAT formulas by baseline approach, and those in the largest IMs and largest clusters by our approach. A
variety number of gates are camouflaged on 6 circuits with 5 random choices of gates, and the average number of clauses by the 5 trials is reported.

TABLE I
SAT-BASED DE-CAMOUFLAGING ATTACK: OUR APPROACH VS. BASELINE

APPROACH WHEN 20 GATES ARE CAMOUFLAGED IN ifuDcl .

IM Index CLAUS VARS ITERS CPU Time (s)
1 1805 804 19 0.156286
2 1676 731 23 0.156286
3 145 68 5 0.003147
4 155 72 5 0.003147
5 137 64 4 0.002403
6 145 68 5 0.002815
7 213 100 6 0.005208
8 145 68 5 0.003624
9 113 54 5 0.008026
10 155 72 5 0.003434
- - - - 1.86755

Baseline 6421 2696 51 4.05547

reduction trends with the numbers of clauses, therefore, they
are not demonstrated here considering the space limitation.

C. Speed Up of Parallelized SAT-Based Attack
In the baseline approach by Yu’s tool [19], there are

considerable file reading and file writing operations for they
deliver parameters to miniSAT, get results from miniSAT, and
query the function of oracle circuits through files in the disk,
which will take a lot of additional execution time. For a fair
comparison, we have rewritten their programs to interact with
miniSAT and query oracles though memory to avoid these
frequent file reading and writing operations, which is the same
as the implementations in our approach.

In Fig. 6, we compare the runtime of SAT-based attacks
by our approach with the baseline unpartitioned approach
[19] and the naive totally partitioned method [15] (k =
|MFICIM |). As demonstrated, our approach achieves an
average of 3.6x speed up than the baseline unpartitioned

approach when 200 gates are camouflaged. Naive totally
partitioned method needs more attack time than our scheme,
and even exceeds that by baseline unpartitioned method with
more gates being camouflaged. In circuits ifuDcl, lsuStbRw,
fpuDiv, and tluMmu, the runtime by our approach grows
very slowly with the number of camouflaged gates increases,
which demonstrates promising scalability property.

For lsuExcp and ifuIfq, our approach achieves an average
of only 1.4x speed up than the baseline unpartitioned approach
when 200 gates are camouflaged. As Fig. 5 demonstrates,
for lsuExcp and ifuIfq, the SAT scale reductions by IM
partitioning are minor, and there are many overlap points
between the largest IMs and largest clusters in lsuExcp, which
indicates lsuExcp has one ultra-large IM and there is only one
MFIC in the IM, or the MFICs in the IM have very tight
connections thus will not be partitioned (k=1). This can make
our partition method and parallelization scheme less effective.
However, it in turn provides one positive direction to explore
the defense countermeasures to our proposed parallelized SAT-
based de-camouflaging attack.

VI. CONCLUSIONS

In this paper, we have proposed a novel conflict-free method
to parallelize SAT-based de-camouflaging attacks. Independent
module partitioning and k-medoids clustering are applied to
reduce the scale of SAT formulas then a conflict avoidance
strategy is proposed to enable parallelization. Experiments on
OpenSparc T1 microprocessor controllers have demonstrated
the effectiveness of our approach, which on average reduces
the SAT scale by more than 50% and achieves 3.6x speed up
over the state-of-the-art fastest de-camouflaging tool.

Sat-Based De-Camouflaging Attack: Our Approach Vs. Baseline 
Approach When 20 Gates are Camouflaged in ifuDcl . 



Scale Reductions of SAT Formulas 

n #CLAUS in the largest IMs and the largest clusters are on 
average reduced by 53% and 67%, respectively. 

n Increase much slower than the baseline approach with more 
gates being camouflaged. 
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Fig. 5. Comparisons of the numbers of clauses in SAT formulas by baseline approach, and those in the largest IMs and largest clusters by our approach. A
variety number of gates are camouflaged on 6 circuits with 5 random choices of gates, and the average number of clauses by the 5 trials is reported.

TABLE I
SAT-BASED DE-CAMOUFLAGING ATTACK: OUR APPROACH VS. BASELINE

APPROACH WHEN 20 GATES ARE CAMOUFLAGED IN ifuDcl .

IM Index CLAUS VARS ITERS CPU Time (s)
1 1805 804 19 0.156286
2 1676 731 23 0.156286
3 145 68 5 0.003147
4 155 72 5 0.003147
5 137 64 4 0.002403
6 145 68 5 0.002815
7 213 100 6 0.005208
8 145 68 5 0.003624
9 113 54 5 0.008026
10 155 72 5 0.003434
- - - - 1.86755

Baseline 6421 2696 51 4.05547

reduction trends with the numbers of clauses, therefore, they
are not demonstrated here considering the space limitation.

C. Speed Up of Parallelized SAT-Based Attack
In the baseline approach by Yu’s tool [19], there are

considerable file reading and file writing operations for they
deliver parameters to miniSAT, get results from miniSAT, and
query the function of oracle circuits through files in the disk,
which will take a lot of additional execution time. For a fair
comparison, we have rewritten their programs to interact with
miniSAT and query oracles though memory to avoid these
frequent file reading and writing operations, which is the same
as the implementations in our approach.

In Fig. 6, we compare the runtime of SAT-based attacks
by our approach with the baseline unpartitioned approach
[19] and the naive totally partitioned method [15] (k =
|MFICIM |). As demonstrated, our approach achieves an
average of 3.6x speed up than the baseline unpartitioned

approach when 200 gates are camouflaged. Naive totally
partitioned method needs more attack time than our scheme,
and even exceeds that by baseline unpartitioned method with
more gates being camouflaged. In circuits ifuDcl, lsuStbRw,
fpuDiv, and tluMmu, the runtime by our approach grows
very slowly with the number of camouflaged gates increases,
which demonstrates promising scalability property.

For lsuExcp and ifuIfq, our approach achieves an average
of only 1.4x speed up than the baseline unpartitioned approach
when 200 gates are camouflaged. As Fig. 5 demonstrates,
for lsuExcp and ifuIfq, the SAT scale reductions by IM
partitioning are minor, and there are many overlap points
between the largest IMs and largest clusters in lsuExcp, which
indicates lsuExcp has one ultra-large IM and there is only one
MFIC in the IM, or the MFICs in the IM have very tight
connections thus will not be partitioned (k=1). This can make
our partition method and parallelization scheme less effective.
However, it in turn provides one positive direction to explore
the defense countermeasures to our proposed parallelized SAT-
based de-camouflaging attack.

VI. CONCLUSIONS

In this paper, we have proposed a novel conflict-free method
to parallelize SAT-based de-camouflaging attacks. Independent
module partitioning and k-medoids clustering are applied to
reduce the scale of SAT formulas then a conflict avoidance
strategy is proposed to enable parallelization. Experiments on
OpenSparc T1 microprocessor controllers have demonstrated
the effectiveness of our approach, which on average reduces
the SAT scale by more than 50% and achieves 3.6x speed up
over the state-of-the-art fastest de-camouflaging tool.

Comparisons of #CLAUS in SAT formulas.



Speed Up of Parallelized SAT-Based Attack 

n Achieves an average of 3.6x and up to 10x speed up than 
baseline.

n Naive totally partitioned method makes the attack slower. 
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Fig. 6. Comparisons for the runtime by our approach, baseline unpartitioned approach, and naive totally partitioned approach. A variety number of gates
are camouflaged on 6 circuits with 5 random choices of gates, and the average runtime by the 5 trials is reported. The execution time limit is set to be 600
seconds. Our parallelized approach achieves an average of 3.6x speed up over the baseline unpartitioned approach when 200 gates are camouflaged.
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Summary

n A conflict-free method to parallelize SAT-based 
de-camouflaging attacks is proposed.
Ø Independent module partitioning 
Ø k-medoids clustering 
Ø conflict avoidance strategy 

n Experiments demonstrate on average 50% scale 
reduction and 3.6x speed up over the state-of-the-
art fastest de-camouflaging tool. 
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