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PART 1

Introduction



1.1 Background

⚫ VLIW architecture is widely adopted in 

dedicated processors

⚫ The performance of VLIW processors is 

getting higher and higher

LS solution



1.1 Background

⚫ Disadvantage:

LS algorithms make a decision from the feasible 

solutions in a local view

The efficiency of the final solution is unpredictable

LS (list scheduling) DP (dynamic programming)

Searching space Loccal view Global view

Goal Feasible solution Optimal solution

Time overhead Low low

Space Complexity Low High



1.2 Motivation

⚫ Propose a dynamic programming based strategy (DPS) to 

make a trade-off

⚫ Achieve a high efficiency scheduling solution within 

acceptable time overhead

⚫ Construct a quantifiable model for the instruction 

scheduling problem and get a theoretical upper bound of 

efficiency



PART 2

Method



⚫ Objective:

𝑚𝑖𝑛(𝑇) = 𝑚𝑖𝑛(𝑚𝑎𝑥(σ𝑞=0
𝑇0−1(1 − σ𝑡=0

𝑞
𝑋𝑖,𝑡
𝑓
) + 𝐶𝑖))

⚫Constraints:

σ𝑓=0
𝑚−1σ𝑡=0

𝑇0−1𝑋𝑖,𝑡
𝑓
= 1 (∀𝐼𝑖 ∈ 𝑰) (1)

σ𝑓=0
𝑚−1σ𝑡=0

𝑇0−1𝑌𝑖,𝑓 ∙ 𝑋𝑖,𝑡
𝑓
= 1 (∀𝐼𝑖 ∈ 𝑰) (2)

σ𝑖=0
𝑛−1𝑋𝑖,𝑡

𝑓
≤ 1(∀𝑡 ∈ 𝑻 , ∀𝐹𝑓 ∈ 𝑭) (3)

𝑆𝑖 + 𝐸𝑑𝑔𝑒𝑖,𝑙 ≤ 𝑆𝑙 (𝐼𝑖 , 𝐼𝑙 ∈ 𝑰) (4)

𝑰 = {𝐼0. . . 𝐼𝑖 . . . 𝐼(𝑛−1)} Sequence of Instruction

𝑭 = {𝐹0. . . 𝐹𝑓. . . 𝐹(𝑚−1)} Sequence of function unit

𝑻 = {0. . . 𝑡. . . (𝑇0−)} Sequence of cycle

𝑋𝑖,𝑡
𝑓 Binary variable {0,1}

𝑌𝑖,𝑓 Binary variable {0,1}

2.1



2.2 Dynamic Programming-Based Strategy(DPS)



2.2.1 State Computation

𝑝 𝑖 = max(𝑝 𝑗 + 𝐸𝑑𝑔𝑒𝑖,𝑗 , 𝐶𝑖 )

Highest State First



2.2.2 Instruction Assignment



2.3 Experiments

⚫ Platform:FT-Matrix DSP

⚫ Benchmark: Transcendental Functions

⚫ BaseLines: Heterogeneous Earliest Finish Time (HEFT), Critical-

Path-Node-Dominant (CPND), and Longest Job First (LJF)



PART 3

Results



3.1 Execution cycle of solutions

Execution cycle of the benchmarksInstruction number of benchmarks



3.2 Efficiency

𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 =
𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 𝑐𝑦𝑐𝑙𝑒 𝑜𝑓 𝐺𝑈𝑅𝑂𝐵𝐼

𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 𝑐𝑦𝑐𝑙𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑚𝑒𝑡ℎ𝑜𝑑𝑠



3.2 Time Overhead



PART 4

Conclusion



4. Conclusion

⚫ The DPS proposed in this work achieves a trade-off 

between execution and time overhead

⚫ Compared with the three LS algorithms, DPS shows a 

good scalability and efficiency improvement of up to 

44% within acceptable time overhead

⚫ One future work is to explore the optimization space 

toward the optimal solutions.
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