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Problem

* How to adapt and coordinate a network of intermittently-powered sensors for
better and more efficient environment perception.

B
°
| ©

«— > ~ Harvesting energy level
1
1
1
1
1
" Important event occurrence
1
1
1
1
1

I
1
1
1
Remote server .
1 " = N . " ;
1
I s
N 1
1

Fig. 1: The overview of environment monitoring on intermittently-powered sensor networks.




Challenges to Address

How to leverage the redundancy among different agents (sensor nodes)

How to work with limited resources on intermittently-powered devices for
computation, communication and storage

How to overcome the unstable energy supply

How to coordinate and utilize all nodes to better cover the important scenes



AdaSens

* Target:

= An environment monitoring system that covers as much as possible of
the targeted scene with intermittently-powered sensors.

* Setup: - -
= Multiple low-power sensor nodes
« Cameras/other sensors
* Energy harvesting module
= One conductor node
* Enough resources

« Communicate with sensor nodes
 Coordinate node executions =

.,))



Overview of AdaSens Framework
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Execution schedulea;, i € [1, N]
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Adapter

Conductor: schedule the operations of individual sensor nodes.
Node: receive the schedule of executions from the conductor and executes accordingly.



Adaptation Variables
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At the beginning of each adaptation period, the conductor decides whether to do an atomic task
at time t for each node i, indicated as a;[t].
a;[t] = 1: node i is instructed to execute one task at the time step t.



Conductor

: Conductor

{E;},i € [1,N]
Energy Prediction §

Energy level projection

» Schedule the operations of function f; i € [1,N]
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e Task:

cove rage. Execution scheduleq;, i € [1, N]

Adapter

Execution mode d;, i € [1,N]

* Components:

» Energy prediction
= Runtime adaptation



Conductor — Energy Prediction

* Input:
* Environment information.
* The current energy level E; of sensor node i.

* Energy level projection function at Eirpe t for node i
fi(t Ef*¢%) = E; + z Aec;[j] — Efec
=0

= Aec;|j] : the energy creation rate of sensor node i at time j.



Conductor — Energy Prediction

* For solar power, Aec;[j] = Pgo1arlj] = AS|[j]

= S[j] is the solar radiation at time j, which is predicted by Long Short-Term
Memory model (LSTM).

Air temperature,
Humidity,
Pressure, ...

Solar radiations in the future.




Conductor — Runtime Adaptation

* Objective

KT—-1 M . . i
max | 373w - max (A - pilf] - aslt) = Maximize the spatial-temporal
et =0 m=1 N coverage of the targeted scene.

te[0,KT)

* X,,: area of the my;, scene partition.
s.t. for i € [1,N], t € [0, KT)

* Aim:indicate whether the area x,, is in

t—1 . .
filt] = E; + Z(Aeq[j] — Aeu; - a;(j]) — {LJ E.. the view of node ¢.

=0 r * p;[t]: the decay importance score of
filtl < C node i at time . .
filt] = Aeu; x a;[t], t# kT —1, kell,K] pilt] = 0.5+ (P; —0.5) - exp(— ;)

fi, [f] = A(?'UE‘_ X a; [f] + Ecomm- t=FkT—1
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Conductor — Runtime Adaptation

* Energy dynamic function

KT-1 M

max > > - max Mo - pilt] - aslt]) = Compute the projected energy level
ehin, =0 m=1 of node i at time t.
tc[0,KT) E_used
s.t. fori € [1,N], t € [0, KT)
t—1
t
filtl = E; + Y (Aec;|j] — Aeu; - a;]7]) — {—J E.. l
jz_:n I t—1
filt <C Aeu; - a { ‘ E.
filt] > Aew; x a;lt], t# kT —1, k€1, K] T

—0
fi, [f] = A(?UE‘_ X a; [f] + Er:mn:*n- t=FkT—1 ]
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Conductor — Runtime Adaptation

KT-1 M
max Ty - Max (A; - Pilt] - a;lt
Vailt], Z Z " iE[l,N]( iom * Pilt] - ailt])

}':E[J_:_'_I‘\'TJ1 t:[] T!?,:]_
tc[0,KT)

s.t. for i € [1,N], t € [0, KT)

T

filtl = E; + Z(Aeci[j] — Aeu; - a;[j]) — {LJ E..

7=0

filt] <C
filt] = Aeu; x a;lt],
fi’ [f] 2 Aﬁui‘ X a; [T] + Ecomm-.

t#£=kT —1, kell, K|
t=kET —1

* Energy capacity constraint

» The predicted available energy of
each node at every time step is
within the designed energy capacity.
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Conductor — Runtime Adaptation

e Execution constraint

KT—-1 M . .
max 3 Y - max A - pslf] - ailt]) * For each time step, the available
ehin, =0 m=1 energy should be no less than the
te(0.KT) energy consumption of executing
s.t. for 7 € [l,ﬁq, t € [U,KT) 3 task.

t—1
it = B+ Y (Mecili] = Aews-aili) - | 7| E
7=0

filt] < C
filt] = Aeu; x a;[t], t# kT —1, kell,K]
f?; [f] > Aeu; X a; [f] + Ecomm, t=FkI—1
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Conductor — Runtime Adaptation

 Execution constraint with

KT—-1 M . .
éﬂ;’i}{ Z Z 'T?n . _Ina}?\,;r (‘)\i,ﬂ‘l . EJ?': [""] . a'f- [1‘-]) Communlcatlon
iy, =0 m=1 A = At the last time step in a period, the

te[0,KT)

, i | available energy should be no less than
s.t. for i € [1,N], t € [0, KT)

energy cost of scheduled executions and

t—1
t . . .

[t = E. c:lil — Aews - a:[i) — | = | E one-time communication cost.

filt] Eﬁ—l—;ﬂ(ﬁcci[j] Aeu; - a;]j]) {TJ E.,

filtl<C

f‘i [f] 2 A(?:-H,:;_ X a; [f] t # ;',‘.T — L k [ [1 I{]
'ﬁi [f] :_:" A(g-ui X a; [f] —|— ECO?HTH! I = ;I.T — 1
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Sensor Node

Current energy level E; | Current energy level E;

Importance score P; L

e Task:

|
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» Receive the schedule of i
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|
|

executions from the
conductor and executes
accordingly.

* Components:

= Adapter
= |nference



Node — Adapter

* In-network mode

* A node has enough energy to communicate with the conductor and update
Its status.

* The node will execute according to the instructions from the conductor.

* |solation mode

* A node does not have enough energy to communicate with the conductor
and the conductor does not know the status of it.

* The node will execute as many tasks as it can based on its own energy
availability.
* Accumulate the one-time communication energy before starting to execute
greedily.
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Node — Inference

* Input
* The captured images from the camera.
* Output
» The importance of frames, given as a probability P;[t].
» The importance of the frames is defined according to the application.



Experiments

* Datasets:
» VideoWeb: Day 1 subset.
» 8 different scenes, and 6 views of videos.
* Performance Measure:

= Coverage in frame level.
* The storage.
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Result — Coverage and Storage on VideoWeb

RR  +40.49%

GREEDY

1+15.73%|
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AdaSens

* On average, AdaSens achieves a coverage of 57.08% of important frames with
40.60% of processed and stored frames.
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Coverage (%)

Result — Impact of T and K

58

* At first, with the increase of adaptation
period T, the coverage increases.

* Less energy for communication and more
energy for computation.

* Longer optimization horizon.

* The coverage decreases when T keeps
growing.
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Result — Impact of Energy Related Factors
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Result — Different Communication and
Computation Costs

Coverage(%)
(=2}
(=]

0 0.6

Communication cost(J)

The ratio of communication cost
versus computation cost is smaller.

l

More benefits on coverage.

0.5
Computation cost(J)
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Thanks.



