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Router

2D router:

compress
Two-dimensional routing followed by layer assignment

Advantage: Fast routing

Disadvantage: Loss of structural information and poor

routing quality

3D router:

P1

P2

P1

P2

CUGR: Combine pattern routing and layer assignment

Advantage: Good routing quality

Disadvantage: Consider current best routing solution

rather than a predicted globally optimal routing one.

Two-pin net



Model prediction

➢ Using machine learning method, the model is used to predict the routing solution
before global routing, and then the prediction results are used to guide global routing.

Initial routing 3D maze routing
Routing results 

generation

CUGR routing flow

The model predicts and guides in the initial routing stage
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Problem Definition

Model training

Model prediction and guided routing

Three main tasks:

➢design an effective deep learning
model as a congestion estimator;

➢extract appropriate 3D features
and labels for model training;

➢develop an effective methodology
for global routing guided by the
congestion estimator.
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Feature Extraction

➢ Pin density: The number of pins in a tile.

➢ Net capacity: The number of wires that can be allocated within one tile (on one layer) for the nets.

➢ Net density: Improved RUDY method in a 3D space. 

tile

edge

⚫ From design to tiles to routing grid;

⚫ A tile is a pixel of a feature map.



3D RUDY Method

2D RUDY method:

Improved 3D RUDY method: ➢ Determine the number of layers (depth)

of b-box according to the relative

positions of pins;

➢ Determine the net proportion allocated

to each layer according to the length and

width of the b-box.



3D RUDY Method

Determine the number of layers (depth) of b-box

➢Determine routing direction according to pin position

horizontal vertical horizontal & 
vertical

⚫ The pin layers and all layers between them are covered in the net b-box.

⚫ Up-and-down one layer expansion will be performed when the current b-box lacks  
layers with the desired routing direction.



Feature map

➢ Each feature or label of each
layer of a design is represented
by a gray image.

Label:

Wire-usage: The number of
tracks in a wire edge occupied
by routed nets.

 Via-usage: The number of vias
in a wire edge after routing.



Feature map

the zeroth layer the first layer the last layer

Structure of the feature map:

➢ A color represents a feature.

➢ A multi-channel feature image with m*n channels.



U-Net Model

➢ The core idea of the U-Net is the
down-sampling, up-sampling,
and skip connection schemes.

encoder decoder

➢ Multi-scale prediction and deep
supervision can be performed in
the model.



Model Training

➢ Features: pin-density, net-capacity, net-density

➢ Labels: wire-usage and via-usage

➢ Benchmarks: ISPD15, ICCAD17, ICCAD19

➢ Data pre-processing:

1. Feature extraction

2. Channel combination

3. Sample incision

1

2

3



Model Training

➢ Training set: Cut the design into n*64*64
samples (n is the number of layers). The
sample number of the training set is:

 ISPD15: 9311

 ICCAD17: 4058

 ICCAD19: 44010
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Congestion-guided Global Routing

Model training

Model prediction and guided routing

Some terminologies:

➢ Capacity: c(u, v), the maximum number
of tracks that can route through the edge;

➢ Demand: d(u, v), the number of nets
already routed through the edge or
occupied by fixed macros.

➢ Utilization: t(u, v), the proportion of the
capacity occupied by routed nets and
fixed macros.



➢ Develop a congestion prediction constraint to modify the congestion cost function of the initial routing.

Original congestion cost function

New congestion cost function

Predicted results of the model:
Wire-usage & via-usage

➢ apply the guided routing method for the first 70% of nets, while the last 30% use CUGR’s initial routing.

Purpose: We make front nets avoid the original highly congested area when routing, and the later nets 

are routed in the avoided area with no routed nets, which can reduce congestion effectively. 

Congestion-guided Global Routing
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Feature Selection

➢ The PCC (Pearson correlation coefficient) was used to calculate the correlation
between features.



Model Estimation Quality

➢ Benchmarks: ISPD15, ICCAD17, ICCAD19. They are divided into training 
benchmarks and testing benchmarks.

➢ Model training took about 7 hours, while the prediction time is less than 
two seconds on the GPU.

Ground congestion heatmaps vs. predicted congestion heatmaps. 



Model Estimation Quality

Three metrics:

➢ PCC: Pearson correlation 

coefficient

➢ MANE: the mean absolute 

normalized error

➢ SDNE: the standard deviation

in the normalized error

PCC↑
21.14%

MANE↓
51.97%

SDNE↓
37.29%



Model Estimation Quality

➢ Overflow, wire length
and via count are all
reduced;

➢ The 24% runtime
overhead is due to
the fact that guided
routing involves more
procedures of feature
extraction, model
loading, and model
prediction.
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Conclusion

Innovations:

➢ Extract appropriate 3D features, develop an improved RUDY method;

➢ Identify features with low correlation to each other;

➢ Develop an U-net based congestion estimator;

➢ Incorporate our proposed congestion estimation to improve global routing.

Advantages:

➢ Features with low correlation are more representative, which can reduce the redundant information.

➢ The PCC index between actual and predicted congestion is high at about 0.848 on average,

significantly higher than the counterpart dc-GAN by 21.14%.

➢ Reduce the respective routing overflows, wirelength, and via count by averagely 6.05%, 0.02%, and

1.18%, with only 24% runtime overheads.



Thanks!
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