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Al Processors on Edge Devices

m Energy consumption is the technical challenge for
applying DNN to edge devices

m Memory access and multiplication are bottlenecks

m Wired-logic architecture doesn’t need memory
access but requires large area
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Non-Linear Neural Network (NNN)

m Weights are binarized
m Unnecessary synapses are pruned
m Activation functions are optimized through training

m Accuracy can be remained

. . Conv. Pruned Proposed
Binary weight CNN BNN [7] NNN
\ Data set CIFAR-10
# of CNN layers 8 convolution , 2 dense, 4 pooling layers
Weight bit width INT8b Binary
Pruning rate 0% 97.8% 97.8%
Activation Relu Relu arious
Accuracy 84 % 67% 88%
. i 7.0X10° 7 1.5X107
Non-linear Neural Network # of FPGA-LUTS (1) 1510 (1/468)
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Pipelined Wired-Logic Architecture

m No need for memory access and multipliers

m Data is reused and hardware utilization 1s reduced

by using pipeline

m Verilog code can be generated by Python agilely
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HW size vs. accuracy
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Implementation Results

m 3 models are implemented in terms of their accuracy

m Large model can reduce energy consumption by
2036 times compared to previous FPGA works

m The energy consumption of this work is closed to
that of ASIC implementation even with FPGA
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If you are interested in the contents,
please come to my poster presentation.
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