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• Ubiquitous (e.g., NLP, CV, etc.)

• More complex 

Boom of ANN*

• Memory Wall 

Inefficient execution on conventional PEs*

• SRAM/DRAM modification

• 3D stacked memories

• Memristors

Computation In Memory
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*ANN: Artificial Neural Network
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Memristor 
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BL: Bit Line
WL: Word Line
SL: Source Line
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𝑶𝒖𝒕 = 𝑰𝒏 ×𝑾𝒆𝒊𝒈𝒉𝒕

𝑰𝒏 → 𝑽 (vector of voltages)

𝑾𝒆𝒊𝒈𝒉𝒕 → 𝑮 (matrix of conductances)

𝑶𝒖𝒕 → 𝑰(vector of currents)

𝑰 = 𝑽 × 𝑮



Bit-Slicing

ReMeCo: Reliable memristor-based in-memory neuromorphic computation, 
BanaGozar et. al. 12



Non-idealities
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• Freezes in a state

• Inaccurate weight mapping

Stuck-at-fault

• Wire resistance

• Output current deviation

IR-drop 

• Uncertain weight mapping

D2D variation
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ReMeCo addresses these 
non-idealities using smart 

hardware redundancy
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ReMeCo
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ReMeCo
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ReMeCo

• Key idea: apply redundancy to where it contributes most 

• Hence, limit hardware redundancy

• By identifying sensitive neurons and sensitive layers in an ANN

• NOTE: Device independent 
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Design space exploration of  the effects and 
importance of  different non-idealities

Contribution I
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Stuck-at-fault
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IR-drop

• Wire resistance
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D2D variation

Vp: Set Threshold voltage

Ap: Set Modulation Factor
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Write-and-verify
D2D variation
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ReMeCo: a novel redundancy-based framework to 
improve the reliability of  memristor-based ANN 

PEs by addressing the non-idealities

Contribution II
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ReMeCo Flow

0.   Sensitivity analysis
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ReMeCo Flow

0.   Sensitivity analysis
• Using the back-propagation ANN training algorithm

• Feed forward path 

• Error calculation 

• Backward propagation of error to neurons
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Calculate the average error contribution of individual neurons
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𝑵 𝝏𝑬

𝝏𝝎𝒊,𝒋

sensitivity of an ANN layer = average of the sensitivity of all its output neurons
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ReMeCo Flow

0.   Sensitivity analysis
• Absolute neuron sensitivity histogram for LeNet.
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ReMeCo Flow

0.   Sensitivity analysis

1. Start from the Committee Machine 
• Implements 1 ANN several times (2 times)

• Reports the average final output
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ReMeCo Flow

0.   Sensitivity analysis

1. Start from the Committee Machine 

2. Layer averaging 
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ReMeCo Flow

0.   Sensitivity analysis

1. Start from the Committee Machine 

2. Layer averaging 

3. Sensitive neuron redundancy

4. Most Significant Bit Redundancy

5. Sensitive layer redundancy
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Evaluations using LeNet and AlexNet
(trained/tested with the MNIST and 
CIFAR-10 data-sets) show up to 98.5% 
accuracy recovery!

Contribution III
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Benchmarks
• LeNet and AlexNet used for assessing ReMeCo

• Trained/tested with MNIST and CIFAR-10 datasets

• 8-bit quantization

• Achieved software accuracy 98.8% and 80.1%
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Comparison
• We compare ReMeCo with Committee Machine (CM)

• Compare the recovered accuracy vs induced overhead

• The lowest overhead for CM is considered (100% redundancy)
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Implementation Notes
• 4-bit memrisotrs are use (2 columns bit-slicing)

• Implement benchmarks on several different corssbar models

• The source-line and bit-line resistance ∈ 𝑁 𝜇 = 2, 𝜎2 = 0.5

• In each circuit model, 1% of devices are randomly considered to be stuck

• 16.2% of all stuck devices being stuck-at-off and 83.8% being stuck-at-on
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Results 
LeNet
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Results
AlexNet
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Results
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Conclusion and Future Work

• We performed DSE to quantify the effects of different non-idealities

• We presented ReMeCo framework that addresses non-idealities.

• We achieved up to 98.5% accuracy recovery!

• We reduce HW overhead by +20x compared to CM!

• Future work, we perform tests on even deeper networks.
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