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Introduction

Edge computing and future
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Introduction: Edge Computing
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?

1. Edge computing vs cloud computing？

Deep learning framework Hardware devices

2. How to deploy?
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Introduction: NAS Quantization
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Advantages of NAS quantization:

achieve a well trade-off between

network performance and hardware

efficiency
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Introduction: Main Challenge
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Require significant manual tuning
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Introduction: TVM
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TVM provide performance portability to deep learning

workloads across diverse hardware back-ends
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Introduction: Main Contribution

Co-design and deep learning framework for RISC-V-

based multi-precision deep learning microprocessor
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Engineering intensive: The model inference

still has to be completed with manual

deployment to achieve the full utilization of

hardware

Few frameworks: There are however few

frameworks developed supporting model

deployment with mixed precision quantization

on embedded devices

• Agile hardware/software co-design topology

• Multi-precision accelerator

• TVM stack with multi-precision quantization

support and custom RISC-V instructions

The main contribution of the

proposed work:
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Introduction: Overall Flowchart
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Multi-precision Accelerator

Multi-precision hardware and software implementation methods
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Multi-precision Accelerator: Quantization
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Model quantization

Multi-precision bit-width search



Multi-precision Accelerator: Architecture

Hardware architecture of multi-precision accelerator
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Multi-bit-width PE use BSC method

that supports 8, 4, 2-bit multiplication



Bridge between multi-precision models and hardware

Multi-precision Compiler
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Multi-precision Compiler: Graph Transform

Graph transformation stages
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Optimize the original graph: Constant

folding, data layout transformation, etc

Annotate each operator: Annotate the

backend that the operator needs to map

Merge adjacent identical annotation

operators and partition: Form a

computational subgraph of the same

backend



Multi-precision Compiler: Mapping

Multi-Precision Operator Mapping Accelerator 1515

The subgraph is embedded in the graph, and the

quantization and accuracy recovery operations

only need to be placed at the beginning and end

of each subgraph

Inline assembly functions read and write to

accelerator registers



Multi-precision System

Complete operation system construction
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Multi-precision System: Communication
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RISC-V based Multi-precision Microprocessor Communication: The accelerator is connected

to the RISC-V core through the AXI-Lite bus,

and the accelerator can also read and write

data directly to the DRAM through AXI-Full
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The physical addresses of the microprocessor 
peripherals are as above



Multi-precision System: Instruction
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RISC-V based Multi-precision Microprocessor

Custom Instruction: CL_RG, LD_RG, and ST_RG

represent cleaning, loading, and storing data,

respectively
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Experiment Results
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Experiment Results: Experiment Setup
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PC FPGA

The loss of NAS-VGG16 accuracy is only within 1.0%



Experiment Results: Throughput
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Lower bit-width: Compared

with 8-bit model, NAS-VGG16

allows lower bit-width

Higher throughput: For the

multi-precision operators, the

accelerator could reach 1633

GOPS for 2-bit in conv5, 810

GOPS for 4-bit in conv2 and

429 GOPS for 8-bit in conv7

Throughput and bit-width of the NAS-based VGG16 and 8-

bit VGG16 model at conv2d and dense layers 
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NAS VGG16 VS 8-bit VGG16 



Experiment Results: Throughput
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We also compare our results with prior specialized FPGA accelerators and the

comparison table is shown in table
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Experiment Results: Latency
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Deployment of NAS multi-precision optimization models for some models with

non-accelerator operators: LeNet-5, MobileNetv1, ResNet-18 and ResNet-50



Experiment Results: Agility
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Line-of code comparison for MobileNet



Conclusion

2525



Conclusion
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We proposed an agile hardware/software co-design

microprocessor featured with automatic NAS-based optimized

models deployment.

We implemented the heterogeneous architecture using BSC

accelerator controlled by custom RISC-V instructions, which

exhibits high flexibility and decent performance for various CNN

models.

We also developed our compiler with custom FPGA backend

integration to automate DL workloads mapping with both graph-

level and operator-level optimizations.
26
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