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Introduction

DNN networks
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Floating point 32 DNN usually exhibits satisfiable performance. 

unfavorable 

computing 

speed

8 bits 23 bits1 bit
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Introduction

The contributions of  this work

Propose Mortar, a novel on/off-line collaborative approach for general purpose 

deep learning acceleration

Mortar maintains on average 3.55% higher model accuracy while increasing more bit-level 

sparsity than the baseline.

 An off-line mantissa morphing algorithm to get higher model accuracy & higher bit-level sparsity

 The on-line associating hardware accelerator to speed up the on-line fp32 inference

The hardware accelerator outperforms up to 4.8x over the baseline, with an 

area of  0.031 𝑚𝑚2 and power of  68.58 𝑚w. 
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Motivation

X-axis : the bit slice of  the binary represented weight (in fp32)

Y-axis : the sequential layers of  the model

Z-axis : the fraction of  bit ‘1’

Sparsity Parallelism

The sparsity 

distribution is even 

(~50%) throughout 

the bit positions.
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Motivation

Sparsity Irregularity

Bit-level sparsity after exponent matching

Less than 10%

• All the evaluated DNNs 

exhibit an “arched” 

shape.

• Exponent matching will 

generate more sparsity 

due to the shifting 

operation making the 

sparsity distribution 

highly irregular.



28th Asia and South Pacific Design Automation 

Conference (ASPDAC ’23)

Problem tackled in this work

We intend to solve the problem in Mortar!

Goal : computing fewer 1 bits while still maintaining target accuracy

front 1 bits

rear 1 bitsfront 0 bits

rear 0 bits

trivial 

in value

migrate

compensate

accelerate 

networks
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Methodology – Mantissa Morphing

Mantissa Morphing

An example of  Mantissa Morphing

a hyperparameter balancing the tradeoff  

between sparsity and accuracy.

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑡 1𝑠 𝑖𝑛 𝑎

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑖𝑡 1𝑠 𝑖𝑛 𝑏
= 5
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Methodology – core concept

off-line bit morphing

The sparsity and regularity of  weights’ bits have been significantly improved.

less 

computation

less hardware 

design 

overheads
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Methodology – Mortar accelerator

on-line hardware accelerator

Selector is controlled by the 

‘mortar encoding’ signal when 

receiving the weight mantissa.
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Evaluation

Various benchmark models in different domains demonstrate the generalization capability of Mortar.

• Benchmark models



Evaluation

For most models, setting 0.0001< 𝑃 <0.05 maintains equal accuracy with the baseline, and even improvements

in certain cases. However, most model accuracy starts to decrease when 𝑃≥0.1.

P balances the tradeoff 
between sparsity and 
accuracy.
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• Design space exploration



Evaluation

In general cases, the sparsity improvement of a model 

can reach ~2x with a neglectable accuracy degradation.

Model accuracy and sparsity change after applying 

mantissa morphing at P=0.1.

Mortar greatly outperforms SOTA approach in accuracy 
while maintaining a slightly improved sparsity.
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Accuracy/Sparsity comparison with BitX [1] . 

• Accuracy & sparsity 

[1] H. Li et al., “BitX: Empower Versatile Inference with Hardware Runtime Pruning,” in ICPP, 2021.



Evaluation
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• Visual Comparison 

Visual demonstrations of  4x super resolution inference via Mortar and cartoon style transfer via Mortar 

The results are nearly indistinguishable which proves that Mortar could attain faster inference with the 
maintained Quality of Result.



Evaluation

1. The speedup shows better result over other SOTA accelerators. 

2. Mortar's performance on ResNet50 is 4.467x that of the baseline. On SqueezeNet1_1, Mortar 
outperforms the baseline by 6.032x.
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• Comparison with SOTA Accelerators



Evaluation

1. Area : only 0.031 mm2

2. Power : 68.58 mW
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• Accelerator energy and area breakdown

Memory accesses 
dominates

CU dominates

Mortar’ Area & Energy Breakdown for PE-only and full system



Recap

The contributions of  this work

 Propose a novel off-line mantissa morphing algorithm – “Mortar”

➢ significantly increase the bit-level sparsity

➢ accelerate fp32 inference while maintaining high  accuracy

➢ show the strong generalization capabilities on various models

 Propose the associating on-line hardware accelerator “Mortar accelerator”

Applications, and what’s more?
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Questions?

Thanks for listening!
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