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Background

• During the past decade, backbone neural network for computer vision 
models experienced a technological revolution.

Convolutional Neural Networks

with Simple Information Extraction

Vision Transformers with 

High-Order Interaction

More Resource Consuming!
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Motivation

Quadratic time and space complexity Data dependency

• The High-order neural networks represented by ViT have achieved 

great success in algorithm performance, but their widespread 

deployment is limited!
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Motivation

• Is there a family of neural networks can fit heterologous hardware?

1. Better cognition capability

2. Less Memory Footprint

3. Low latency 

4. Scalable

5. Good community support

✓ High-order neural interaction

✓ Linear Complexity

✓ Less data dependency

✓ Block design

✓ Leveraging existing 

accelerator and library 
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Method: QuadraNet Overview

4. Scalable with Block Design

✅
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Method: Quadratic Neuron

𝑦 = 𝐴𝑐𝑡(𝑥𝑇𝑊𝑞𝑥 + 𝑊𝑐𝑥 + 𝑏).

𝑦 = 𝐴𝑐𝑡(𝑊𝑎𝑥 + 𝑏),

1.✅ Better Representation Capacity 

from High-order neural interaction

2.✅ Linear Complexity
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Method: Quadratic Neuron

• Quadratic neuron exhibits higher “performance density”, 

especially in small model scenario.

~6% performace 

gain in small 

models!
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Method: Quadratic Neuron and Convolution

𝑦 = 𝐴𝑐𝑡(𝑥𝑇𝑊𝑞𝑥 + 𝑊𝑐𝑥 + 𝑏).

𝑦 = 𝐴𝑐𝑡(𝑥𝑇𝑊𝑎
𝑇𝑊𝑏𝑥 + 𝑊𝑐𝑥 + 𝑏).

• Parameter volume and # of MACs: 

from 𝑛2 to 2𝑛
• From Tensor perspective: 𝑋𝑜𝑢𝑡 =

𝑓𝑎(𝑋𝑖𝑛) ⊙ 𝑓𝑏(𝑋𝑖𝑛) + 𝑓𝑐(𝑋𝑖𝑛) , where 
𝑓(∙) is (convolutional) operator 
optimized for various devices

• Fast Skip Backpropagation:
5. Leveraging existing 

accelerator and library ✅

(MLSys 2022)
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Method: QuadraBlock

3. Less data dependency ✅

with only one layer high-

order interaction design

where

Jan 23, 2024
QuadraNet: Improving High-Order Neural Interaction Efficiency 

with Hardware-Aware Quadratic Neural Networks
9



Method: QuadraBlock

Pixel-wise spatial feature mixing

~5% of the parameters and MACs

Channel-wise information mixing

~95% of the parameters and MACs

Jan 23, 2024
QuadraNet: Improving High-Order Neural Interaction Efficiency 

with Hardware-Aware Quadratic Neural Networks
10



Method: QuadraBlock
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Method: QuadraNet

• Following full-fledged 4-stage pyramid 

architecture 

• Adjustable hyper-parameters:
• Receptive field 

• Number of Channels 

• Number of Layers 
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Method: Hardware-aware QuadraNet Architecture Search

• Search Space: QuadraBlock and QuadraNet provide basic 

search units and search structures. The search space includes:
• Kernel size (Receptive field) 

• Expansion coefficient (number of channels in each block)

• Number of blocks in each stage

• Hardware Awareness: 
1. Analyzing the QuadraNet’s memory and computing costs, and 

optimization factors. 

2. Projecting it into particular resource consumption estimations

3. Establishing search feedback loop

• Search Method: ProxylessNAS (Han Cai, et al. in ICLR 2018)
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Experiments: QuadraNet

With competitive accuracy, 

QuadraNet achieves 40%-

90% more throughput 

compared with Swin-

Transformer (ICCV 2021) and 

HorNet (NeurIPS 2022)
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Experiments: QuadraNet

• Less training time memory consumption
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Experiments: QuadraNet_NAS

We set the maximum latency for mobile CPU (CortexA76), VPU (Intel 

Myriad VPU), and GPU (A100) to 300ms, 30ms, and 3ms, respectively. 
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Conclusion

• Demystified the high-order neural interactions in Transformer-like 

neural networks through comprehensive analyses of algorithms and 

computation patterns and explored the bottleneck of existing 

optimization approaches. 

• Presented QuadraNet -- a revolutionary neural network design 

methodology that incorporates efficient and powerful high-order 

neural interaction interactions. 

• Generalized the quadratic neural networks design methodology to 

various model architectures and heterologous hardware computing 

constraints. 
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Q&A
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Thank you!
Presenter: Chenhui Xu

Email: cxu21@gmu.edu
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