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Introductions: HDC Limitations

Binary HDC:

Data precision

Energy efficiency

high-precision cosine distance calculations:
Large Computational Cost

HDC in 
edge computing



Introductions: Our Contributions——PAAP-HD

PIM-assisted Approximate Model

·An effective alternative model for HDC

·Map the approximate model to parallel crossbar-based MAC operation

Predictor Design for Module Switching

·Enabling a seamless transition between the HDC and approximate models

Comprehensive Evaluation

·Across various datasets from different fields



HDC Basics

Three Basic Modules: IM ,CIM,AM

Three Stages for Learning: Encoding, Training, Inference

Binary HDC: binarize each class hypervector in AM &the sample hypervector



Computing Basics

Approximate Model

· Introduced a simple predictor

In-memory Computing

· ReRAM-based PIM

Motivation

· Not fully leveraged the direct benefits of PIM

· Tailored solely for binary HDC



Overview of Proposed PAAP-HD

3 Main Components:

· A high-precision HDC model

·INT8 HDC model 

· An approximate model

·mapped onto a PIM-based crossbar

· A quality control predictor

· determine which model to use



Approximate Model Design

The associative search in the AM

• 𝒑𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏 = 𝑖=1,…,𝐾
𝑎𝑟𝑔 𝑚𝑎𝑥

𝐶𝑜𝑠( Ԧ𝑆, 𝐶𝑖) =
Ԧ𝑆· 𝐶𝑖
Ԧ𝑆 · 𝐶𝑖

The neural approximation

• 𝑫𝒐𝒕𝒑 𝒓𝒆𝒔𝒖𝒍𝒕 = 𝑨 𝑾𝒇 + 𝒃 = 𝑨𝑾𝒇 + 𝑨𝒃

Trained on the output

Fully leverage the benefits of PIM



Design of a Quality Control Predictor

the Predictor 

a MLP 
without hidden layers and

biases

PAAP-HD



Optimization and Compression of  Predictor



Evaluation: Experimental Setup

Implementations
• Software: utilized Python on an Intel(R) Xeon(R) Silver 4208 CPU with 16GB memory
• Hardware: involved a Kintex-7 FPGA and Verilog for predictors and high-precision HDCs

Datasets and Models
• Speech recognition, activity recognition, and disease classification
• Main comparison: PAAP-HD and the traditional HDC model (models set: 1, 000)

Metrics
• Accuracy, latency and energy
• Extra metrics as introduced : true invocation, predicted invocation, prediction accuracy



Evaluation: Accuracy

Compared to the original HDC model:

Employed the INT8 HDC version as the baseline

Disease classification task: < 1%

Speech and action recognition tasks: < 0.5% 



Energy Efficiency

An energy efficiency improvement of 93.02×

Evaluation: Overall Performance

Performance

An average energy efficiency gain 
of nearly 39.42×.

A speedup of 21.37× on average 

reduced computation 
low latency



Evaluation: Approximation Details

Nearly all samples deemed approximable
for the HAR dataset

NO negatively impact



Evaluation: Approximation Details

A slightly lower final accuracy than the baseline

On the HAR and CARDIO datasets: 
Extensive pruning of predictor dimensions —— minimal impact

On the ISOLET dataset:
Pruning up to 30% of dimensions——slightly influences



Evaluation: Variation Analysis

Challenge: Resistance Variations

σ = 0.02: no accuracy loss

All σ values: consistent level of accuracy
(Speech recognition & 

disease classification tasks)



Conclusion

PAAP-HD: a PIM-assisted framework for energy-efficient 

hyperdimensional computation

• Fuses and approximates the encoding and association search stages of HDC

• Integrating specially designed approximate models and quality control 

predictors

• Minimize energy consumption

Enhances HDC inference efficiency

• the potential of approximation

• Significant advancement in energy-efficient HDC design.
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