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• Static Timing Analysis (STA) engines are frequently invoked in all stages of design for 

timing convergence.

• Timing estimation result at placement stage is inaccurate due to the absence of wire 

parasitic.

• An accurate and effective pre-routing timing model is crucial for timing-driven 

placement.

Fig. 1 Static timing analysis in design flow. 
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Introduction

• Analytical Methods

Rough wire length or wire parasitic estimation

• Machine Learning (ML)-based Methods1,2,3,4

Learn from real routing information to consider the impact of routing

Transferable timing prediction model and accurate timing prediction results

Two categories: local timing metric-based1,2 and global timing metric-based3,4

1 E. C. Barboza, N. Shukla, Y. Chen, and J. Hu, “Machine learning-based pre-routing timing prediction with reduced pessimism,” 
in Proc. DAC, 2019.
2 X. He, Z. Fu, Y. Wang, C. Liu, and Y. Guo, “Accurate timing prediction at placement stage with look-ahead rc network,” in Proc. 
DAC, 2022.
3 Z. Guo, M. Liu, J. Gu, S. Zhang, D. Z. Pan, and Y. Lin, “A timing engine inspired graph neural network model for pre-routing 
slack prediction,” in Proc. DAC, 2022.
4 P. Cao, G. He, and T. Yang, “Tf-predictor: Transformer-based pre-routing path delay prediction framework,” IEEE TCAD, 2023. 4/30



Introduction

• Why Optimization-aware Method is Needed?

Timing optimization techniques, e.g. gate-sizing and buffer insertion, are necessarily utilized at 

routing stage to fix timing violations induced by wire parasitic after routing.

These timing changes are non-negligible!

Fig. 2 Physical design flow with timing optimization procedures. 
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• Two Challenges For Timing Optimization-aware Timing Prediction

How to jointly consider the information of cells and pins? 

Timing optimization techniques, e.g. gate-sizing, are performed at cell-level, while timing 

metrics, e.g. slew, arrival time and slack, are changed and updated at pin-level.

How to collect the information on timing paths?

For gate-sizing techniques, the size of cells on timing paths with small slack can be up-sized for 

improving timing performance and those with large slack can be down-sized for saving area.

what size?

Fig. 3. Illustration of netlist before routing and timing optimization.
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Introduction

• An end-to-end optimization-aware pre-routing timing prediction framework based on 

Heterogeneous Graph ATtention and Transformer network, HGATTrans, is proposed to 

predict timing changes introduced by later routing and associated optimization 

procedures at placement stage.

• A customized heterogeneous graph attention network (HGAT) is developed, which

introduces a message passing mechanism between cell nodes and pin nodes to embed 

local features.

• Transformer network is further utilized to capture global information from the timing 

path.
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Preliminaries

• Graph Neural Networks (GNNs)

GNNs have been widely employed in electronic design automation (EDA) field for netlist 

structure learning and information mining.

Common homogeneous GNNs: only one message passing scheme for only one relation.

Heterogeneous GNNs: Different message passing schemes for different relations. The message 

passing scheme for node i in a heterogeneous graph can be expressed as:

aggregation function 
under relation r

update function 
under relation r 

aggregation scheme 
under relation r

aggregation scheme 
for different relations
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(a)                                      (b)
Fig. 4 An illustration of message passing in GNN. (a) Homogeneous 
GNN with one relation. (b) Heterogeneous GNN with two relations. 

• Graph Neural Networks (GNNs)

For the homogeneous graph in Fig. 4(a), the embedding of node 1 in k-th layer is:

For the heterogeneous graph with two relations in Fig. 4(b), it is:

N(1) = {2, 3, 4}

N1(1) = {2, 3, 4} N2(1) = {5, 6, 7}

10/30



Preliminaries

• Transformer in Graph Learning

Transformer network have achieved success in solving the over-smoothing problem of deep 

GNNs.

Multi-head self-attention mechanism is at the heart of transformer network. It can be expressed 

as:

Transformer network helps GNNs capture high-level and long-range dependencies, and 

expands the receptive field to the entire graph.
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(a) (b) (c)
Fig. 5 Overview of the proposed timing prediction framework. (a) Heterogeneous graph representation. (b) HGAT network to 
generate embedding from local view. (c) Transformer network to generate embedding from global view. 

• Overview

HGATTrans, an end-to-end optimization-aware pre-routing timing prediction framework based 

on Heterogeneous Graph ATtention and Transformer network.

HGATTrans can perceive the cell-level optimization techniques, i.e. gate sizing.
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Method

• Overview

The given unrouted netlist is firstly represented by a heterogeneous graph.

There are two types of node, i.e. cell node Vc and pin node Vp , and three types of edges, i.e. cell 

arc edge Ec , net arc edge En and gate edge Eg in the heterogeneous graph.

Fig. 5 Overview of the proposed timing prediction framework. (a) Heterogeneous graph representation. (b) HGAT network to 
generate embedding from local view. (c) Transformer network to generate embedding from global view. 
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Method

• Overview

K1-layer heterogeneous graph attention (HGAT) network is then utilized to generate local 

embeddings of cell node Hcell, pin node Hpin, cell arc edge Ecarc, and net arc edge Enarc, where Hpin, 

Ecarc, and Enarc are obtained to predict slew, cell delay, and net delay.

Fig. 5 Overview of the proposed timing prediction framework. (a) Heterogeneous graph representation. (b) HGAT network to 
generate embedding from local view. (c) Transformer network to generate embedding from global view. 
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Method

• Overview

Over-smoothing problem of deep GNNs hinders the learning of global information.

K2-layer transformer network and pooling operation are finally utilized for global path 

embedding generation for endpoint arrival time prediction.

Cell node            Pin node                   Cell arc edge                   Net arc edge                   Gate edge𝑉𝑐 𝑉𝑝 𝐸𝑐 𝐸𝑛 𝐸𝑔

(a) (b) (c)
Fig. 5 Overview of the proposed timing prediction framework. (a) Heterogeneous graph representation. (b) HGAT network to 
generate embedding from local view. (c) Transformer network to generate embedding from global view. 
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Method

• Netlist Heterogeneous Graph Representation

The message passing mechanism between cell nodes and pin nodes is introduced by gate edge Eg
to capture the relationship between the physical and timing information of pin and its 

corresponding cell.

cell-level timing optimization techniques

pin-level timing metrics

Cell node            Pin node                   Cell arc edge                   Net arc edge                   Gate edge𝑉𝑐 𝑉𝑝 𝐸𝑐 𝐸𝑛 𝐸𝑔

Fig. 5 (a) Heterogeneous graph representation.

influence guidance
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Method

• Netlist Heterogeneous Graph Representation

Initial node and edge features are extracted for each type of nodes and edges to generate high-

dimensional node and edge embeddings by HGAT.

Table I Initial node and edge features in the heterogeneous graph.
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Fig. 6 The structure of HGAT, where residual connections are introduced 
among layers and illustrated in bold line. The embedding of cell node, 
pin node, cell arc edge, and net arc edge are generated after aggregation 
and update layer by layer. 

• Node and Edge Embedding with HGAT network

K1-layer HGAT network for local cell node, pin node, 

cell arc edge, and net arc embedding generation.

Node embedding and edge embedding are 

aggregated and updated by the attention mechanism 

and go through batch normalization layer.

The embeddings of all layer are preserved and 

concatenated by residual connections. The final 

output of node embedding and edge embedding 

are                                             and
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• Node and Edge Embedding with HGAT network

Edge aggregation:

Node aggregation: cell node:

pin node:

(a)                                                              (b)                           (c)
Fig. 7 Illustration of message passing schemes in the netlist heterogeneous graph. (a) Edge. (b) Cell node. (c) Pin node.
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Fig. 8 The structure of transformer network and multi-head self-attention 
layer. Path embedding is generated by performing layer-by-layer attention 
calculation and pooling operation on stage embeddings.

• Path Embedding with Transformer network

K2-layer transformer network and pooling operation 

for path embedding generation.

Stage embedding is the concatenation of the learned 

cell arc embedding and the corresponding net arc 

embedding of HGAT, i.e.

Timing and physical correlation among stages along 

the timing path is captured by multi-head attention.

Path embedding is got by mean pooling, i.e.  
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Method

• End-to-End Multi-Objective Training

The difference of cell arc delay, net arc delay, and slew between pre- and post-routing stages are 

used as labels for HGAT network multi-objective training. There three loss functions are:

The total loss function of HGAT network is:

The difference of endpoint arrival time is used as label for transformer network training. The loss 

function is:
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• Experiment Setup

15 benchmarks from OpenCores were placed and routed with TSMC 22nm process, where 10 

benchmarks were randomly selected as training set.

Experimental Result and Discussion

Table II Benchmark Statistics.

Training 

Testing 
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Experimental Result and Discussion
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• Stage Delay Prediction Performance

HGAT achieves the best generalization on testing designs with average R2 score of 0.9464.

Two previous stage-based prediction models are prone to over-fitting, lacking local information 

and optimization perception.

The introduced cell nodes, residual connections and delta labels all help improve performance.

Table III Stage Delay Comparison.



Experimental Result and Discussion
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• Endpoint Arrival Time Prediction Performance

HGATTrans achieves the highest accuracy on testing designs with average R2 score of 0.9116.

Prediction error of global timing metric is accumulated in stage-based prediction models.

Accuracy of transformer alone model and HGAT alone model are also limited.

The fusion of local information and global information achieves performance improvement.

Table IV Endpoint Arrival Time Comparison.



Experimental Result and Discussion

• Runtime Analysis

The inference time of HGATTrans can bring 1206× speedup compared with traditional flow.

Table V Runtime Comparison.
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Conclusion

• An accurate and efficient optimization-aware pre-routing timing prediction model is 

desired for timing-driven placement.

• HGATTrans is proposed to calibrate the timing changes introduced by routing and 

associated timing optimization procedures.

• The heterogeneous message passing mechanism is customized and transformer network 

is introduced for optimization perception and receptive field expansion.

• The proposed model achieves better performance than previous work and significant 

speedup than traditional flow.

29/30



THANK YOU!


