
HyperFeel: An Efficient Federated Learning 
Framework Using Hyperdimensional Computing

Haomin Li (Speaker)

Fangxin Liu, Yichi Chen, and Li Jiang*

Shanghai Jiao Tong University



Outline

Background and motivation

Proposal: Efficient Federated Learning Framework Using Hyperdimensional 

Computing

Design and implementation details

Experimental results

Conclusion



Federated Learning for Privacy computing

Data

Cloud

Various Devices

Model

Totally Cloud



Federated Learning for Privacy computing

Data

Cloud

Various Devices

Model

Cloud

Model

Totally Cloud Distributed Learning

Data



Federated Learning for Privacy computing

Data

leakage of 
privacyCloud

Various Devices

Model

Cloud

Model

Totally Cloud Distributed Learning

Data



Federated Learning for Privacy computing

Data

leakage of 
privacyCloud

Various Devices

Model

Cloud

Model

Totally Cloud Distributed Learning

Data

Cloud

Gradients, 
Parameters, …

Federated Learning

keep
privacy



Federated Learning

DNN 
Training

Cloud

Data
generated on device

Gradients, 
Parameters, …

Various Devices

Various 
Users



Federated Learning

DNN 
Training

FL LimitationsCloud

Various 
Users Data

generated on device

Gradients, 
Parameters, …

Various Devices



Federated Learning

DNN 
Training

Cloud

Various 
Users Data

generated on device

Gradients, 
Parameters, …

Various Devices

FL Limitations

• Non-IID Data



Federated Learning

DNN 
Training

FL Limitations

• Non-IID Data

• Massive Communication

Cloud

Various 
Users Data

generated on device

Gradients, 
Parameters, …

Various Devices



Federated Learning

DNN 
Training

FL Limitations

• Non-IID Data

• Massive Communication

• Limited Resource

Cloud

Various 
Users Data

generated on device

Gradients, 
Parameters, …

Various Devices



Federated Learning

DNN 
Training

FL Limitations

• Non-IID Data

• Massive Communication

• Limited Resource

• Disturbance in edge scenes

• ……

Cloud

Various 
Users Data

generated on device

Gradients, 
Parameters, …

Various Devices



FL Limitations

• Non-IID Data

• Massive Communication

• Limited Resource

• Disturbance in edge scenes

• ……

Federated Learning

Hyper-Dimensional 
Computing

• Prototype

• Light-weight

• Efficient

• Robustness



Hyper-Dimensional Computing(HDC)
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Challenges

Limitation Analysis

FL-HDC
• Notable accuracy loss

FHDnn
• Massive computation overhead

[1] C.-Y . Hsieh et al., “Fl-hdc: Hyperdimensional computing design for the application of federated learning,” in AICAS, 2021.
[2] R. Chandrasekaran et al., “FHDnn: communication efficient and robust federated learning for AIoT networks,” in DAC, 2022.

FL-HDC[1]

• Binary model on device

FHDnn[2]

• Apply NN as feature extractor

Existing HDC works for FL

An efficient and accurate HDC framework for FL is still missing



What to consider for designing the framework

How to design efficient training mechanism?
• Low Communication

• Little Computation

How to get accurate models?
• Reduce influence from non-iid data

How to construct a general FL framework?
• Support horizontal FL

• Extend to Vertical FL
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HyperFeel Encoding

Image Encoding

• 𝑴 pixels: 𝑭 = {< 𝒇𝒙
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Retraining

In Client 𝒊

• For encoded local data 𝑸

• Update local AM
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• Upload 𝜹𝒊

In Server

• Gather 𝜹𝒊 from clients

• Generate 𝚫

• 𝚫𝒋 = σ𝒊=𝟏
𝑵 𝜹𝒊𝒋 , 𝒋 = 𝟏, 𝟐, … , 𝒌

• Broadcast



Retraining

In Client 𝒊

• Download 𝚫 from Server

• Personalization Update

• 𝑪𝒊𝒋 = 𝑪𝒊𝒋 +
𝒆𝒓𝒓𝒐𝒓𝒊𝒋

𝒄𝒏𝒕𝒊𝒋
⋅ 𝒍𝒓 ⋅ 𝚫𝒋

• 𝒄𝒏𝒕𝒊𝒋

• total number of samples of class 𝒋 on client 𝒊

• 𝒆𝒓𝒓𝒐𝒓𝒊𝒋

• number of samples with errors in one-round 

retraining
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Extension to Vertical FL

Vertical FL

• Different clients have different attribute sets

Vertical FL assumption

• “the server is honest and does not collude with clients, but all the clients are honest but 

curious to each other”

participating clients create local IMs

All clients share a CIM for attribute value hypervectors

Data alignment between clients

• employ Privacy Set Intersection (PSI) approach



Overhead Analysis

HyperFeel vs. FedAvg

• 𝑵:  #clients

• 𝑴: #parameters  (FedAvg)

• 𝑪:   fraction of clients performing computation in each round

• #dimensions 𝑫, #classes 𝑲 (HyperFeel)

𝑴 >> 𝑫× 𝑲 𝑪 ×𝑴 >> 𝑫 ×𝑲



Experimental Setup

Dataset
• Horizonal FL

• FEMNIST & Synthetic

• Vertical FL

• credit card customer default probability prediction

• Dataset Process & Partition

• LEAF [1]

[1] S. Caldas et al., “Leaf: A benchmark for federated settings,” arXiv, 2018.



Experimental Setup

Dataset
• FEMNIST, Synthetic, credit card customer default probability prediction

• Process & Partition: LEAF

Baselines

• Horizon FL
• FedAvg, FedAvg with additional Pipeline, FL-HDC

• Vertical FL
• KNN, LR, Parsimonious Bayesian, NN

Configurations
• Dimension 𝑫 = 𝟏𝟎𝟎𝟎

• #Clients 𝑵 = 𝟑𝟎



Performance Comparison

26× Storage Reduction
80.5× Communication 

Reduction



Performance Comparison

113× Storage Reduction

1257× Communication Reduction

A little accuracy loss



Impact of Online Update & Robustness

High Robustness

Converge Faster



Impact of non-IID data & #clients

FL-HDC vs. HyperFeel (without personalization) vs. HyperFeel (with personalization)



Impact of non-IID data & #clients

Accuracy of HyperFeel is barely affected by varying the number of client.

Average communication per client: 8MB

Average Storage per client: 240KB



Conclusion

A novel FL framework based on the HDC

Efficient

• Reduce storage cost

• Reduce communication cost

Accurate

• Personalization update strategy for non-iid data

General

• Fit for both horizon FL and vertical FL
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