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Introduction

◼ The schematic design of analog IC includes two main steps: 

◼ Topology selection 

◼ Design parameter optimization (Sizing)

◼ For analog sizing automation, the problems are commonly 
formulated as single-objective optimization tasks by the 
Figure of Merit (FOM). 

◼ When specifications change, the single-objective 
optimization has to be re-run.

◼ Multi-objective optimization provides a set of optimal 
solutions.

FOM =෍

𝑖=1

𝑁

𝑤𝑖𝑓
𝑖 (𝒙)
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Multi-Objective Optimization

◼ Methods:
◼ Evolutionary Algorithm (EA)-based

◼ NSGA-II (TEVC 2002), MOEA/D (TEVC 2007)

◼ Generate candidate population and refine the outcomes 
through crossover and mutation operations

◼ Need a substantial number of simulations

◼ Bayesian Optimization (BO)-based

◼ Utilize surrogate models to approximate circuit 
performances

◼ Sequential: MOBO (DAC 2018)

◼ Synchronous batch: LoCoMOBO (TCAD 2022)

◼ Asynchronous batch: AEIM (TCAS-II 2022)
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ABCMOBO

◼ This paper proposes a novel algorithm called Asynchronous 
Batch Constrained Multi-Objective Bayesian Optimization 
(ABCMOBO) for analog circuit sizing.

◼ We introduce the Expected HyperVolume Improvement 
(EHVI) acquisition function into multi-objective analog 
circuit sizing problems and propose a novel constraint-
handling strategy for MOBO. 

◼ We propose an asynchronous batch MOBO framework 
based on constrained EHVI and Cached Box 
Decomposition (CBD).

◼ The experimental results show that ABCMOBO outperforms 
the state-of-the-art methods, achieving a speed-up of 
3.49x~8.18x with comparable results in two real-world 
analog ICs. 
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Problem Formulation

◼ A constrained multi-objective analog circuit 
sizing problem can be defined as equation (1).

◼ For arbitrary data points 𝒂 and 𝒃, 𝒂 ≺ 𝒃
(𝒂 𝑑𝑜𝑚𝑖𝑛𝑎𝑡𝑒𝑠 𝒃) if

◼ The multi-objective optimization returns a Pareto 
Set 𝑃𝑆 and Pareto Front 𝑃𝐹.

minimize 𝑓 1 𝒙 ,⋯ , 𝑓 𝑀 𝒙 .

s. t. 𝑓 𝑖 𝒙 ≤ 𝐶𝑖 , 𝑖 = 1,⋯ ,𝑀.
(1)

∀𝑖 ∈ 1,⋯ ,𝑀 𝑓 𝑖 𝒂 ≤ 𝑓 𝑖 𝒃 ,

and ∃𝑖 ∈ 1,⋯ ,𝑀 𝑓 𝑖 𝒂 < 𝑓 𝑖 𝒃 .
(2)

𝑃𝑆 = { 𝒙 ∈ 𝑋𝐶 | ∄𝒙′ ∈ 𝑋𝐶 ∶ 𝒙′ ≺ 𝒙},

𝑋𝐶 = 𝒙 ∈ 𝑋 𝑓 𝑖 𝒙 ≤ 𝐶𝑖 , 𝑖 = 1,⋯ ,𝑀},

𝑃𝐹 = 𝒇 𝒙 𝒙 ∈ 𝑃𝑆}.

(3)
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Bayesian Optimization

◼ Bayesian Optimization (BO) 
comprises two fundamental 
components: 

◼ Surrogate model 

◼ Acquisition function

◼ Gaussian Process Regression 
(GPR) model is a commonly used 
surrogate model.

◼ It can provide posterior distribution 
for an arbitrary 𝒙∗ as follow.

൝
𝜇 𝒙∗ = 𝑚 𝒙 + 𝑘 𝒙∗, 𝑋 𝐾 + 𝜎𝑛

2𝐼 −1(𝒚 − 𝑚(𝒙))

𝜎2 𝒙∗ = 𝑘 𝒙∗, 𝒙∗ − 𝑘 𝒙∗, 𝑋 𝐾 + 𝜎𝑛
2𝐼 −1𝑘(𝑋, 𝒙∗)

(4)

x

y

x
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Acquisition function
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Hypervolume

◼ Hypervolume (HV) is a criterion 
for assessing the quality of 
Pareto set 𝑃𝑆 in multi-objective 
optimization.

◼ The hypervolume improvement 
(HVI) is defined by (6).

HV

r

HVI1

HVI2

HVI3

f (1)

f (2)

f (x1)

f (x2)

f (x3)

HV 𝑃𝑆, 𝒓 = 𝜆𝑀(ራ
𝑖=1

|𝑃𝑆|

[𝒓, 𝒚𝑖]) (5)

HVI 𝒇 𝒙∗ 𝑃𝑆, 𝒓
= HV 𝑃𝑆 ∪ 𝒙∗, 𝒓 − HV 𝑃𝑆, 𝒓 (6)



8

EHVI Acquisition Function

◼ EHVI is the expectation of HVI over the posterior of the 
GPR models.

◼ Usually, EHVI can be approximated with MC integration.

𝛼𝐸𝐻𝑉𝐼 𝑋𝑐𝑎𝑛𝑑 𝑃𝑆, 𝒓 = 𝔼[HVI(𝒇(𝑋𝑐𝑎𝑛𝑑)|𝑃𝑆, 𝒓)] (7)

ො𝛼𝐸𝐻𝑉𝐼
𝑁 𝑋𝑐𝑎𝑛𝑑 𝑃𝑆, 𝒓 =

1

N
෍

𝑡=1

𝑁

HVI(𝒇𝑡(𝑋𝑐𝑎𝑛𝑑)|𝑃𝑆, 𝒓) (8)
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Constraint Handling

◼ IC designs that fail to meet specifications are worthless.

◼ Solutions beyond the reference point don’t contribute to 
the hypervolume.

◼ Specifications can be set as the reference point in 
ABCMOBO.

◼ Selecting strict constraints as the reference point in the 
early stage may lead to the omission of potential 
optimal regions.

HV

f (1)

f (2)

C1

C2

c

r0

r1 Δr

y0max
(1)

y0max
(2)

c

PF

f (1)

f (2)

C1

C2

f (1)

C1

y0max
(1)

xXmodel Xtrue
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Dynamic Reference Point Selection

HV

f (1)

f (2)

C1

C2

c

r0

r1 Δr

y0max
(1)

y0max
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Synchronous VS Asynchronous
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Asynchronous Batch MOBO

HV

r

HVI1

HVI2

HVI3

f (1)

f (2)

f (x1)

f (x2)

f (x3)

◼ The current simulation point 
𝒙𝑖 may not return before the 
subsequent optimization.

◼ We put the simulation point 𝒙𝑖
into a pending point set and 
form a pseudo Pareto set.

◼ Because of the definition of 
EHVI, the next candidate 𝒙𝑖+1
must be different from existing 
points.
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ABCMOBO Framework
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Cached Box Decompositions

◼ Inclusion-Exclusion Principle (IEP)-based:

◼ Cached Box Decompositions (CBD)-based:

ො𝛼𝐸𝐻𝑉𝐼𝐼𝐸𝑃
𝑁 𝑋𝑐𝑎𝑛𝑑 =

1

𝑁
෍

𝑡=1

𝑁

෍

𝑗=1

𝐵

෍

𝑋𝑗∈𝒳𝑗

−1 𝑗+1HVI(𝒇𝑡(𝑋𝑗))

ො𝛼𝐸𝐻𝑉𝐼𝐶𝐵𝐷
𝑁 𝒙𝑗 𝑗=1

𝑖
=
1

𝑁
෍

𝑡=1

𝑁

HVI ෨𝒇𝑡 𝒙𝑗 𝑗=1

𝑖−1
𝑃𝐹 +

1

𝑁
෍

𝑡=1

𝑁

HVI(෨𝒇𝑡(𝒙𝑖)|𝑃𝐹 ∪ ෨𝒇𝑡 𝒙𝑗 𝑗=1

𝑖−1
)

(9)

(10)
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r

HVI1
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HVI3
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f (x2)

f (x3)
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Experimental Setup

◼ Two real-world analog circuits:
◼ Class-E power amplifier

◼ Two-stage operational amplifier

◼ Baselines:
◼ Sequential:

◼ NSGA-II (TEVC 2002)

◼ MOEA/D (TEVC 2007) 

◼ MOBO (DAC 2018)

◼ EHVI-based synchronous batch methods:

◼ EHVI_0, which sets the original point 𝒐 as the reference point

◼ EHVI_C, which sets the constraint 𝒄 as the reference point

◼ BCMOBO, which incorporates dynamic reference point selection

◼ Batch size: 15

◼ Batch: 

◼ LoCoMOBO (TCAD 2022), 
synchronous

◼ AEIM (TCAS-II 2022), 
asynchronous
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Class-E Power Amplifier

◼ 12 design variables

◼ 2 circuit performances:
◼ Power-added efficiency (𝑃𝐴𝐸)

◼ Output power (𝑃𝑜𝑢𝑡)

maximize 𝑃𝐴𝐸, 𝑃𝑜𝑢𝑡(W)

s. t. 𝑃𝐴𝐸 ≥ 0.7,
𝑃𝑜𝑢𝑡 ≥ 1.5W.

(11)
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Class-E Power Amplifier
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Two-Stage Operational Amplifier

◼ 10 design variables

◼ 3 circuit performances:
◼ Open-loop gain (𝐺𝐴𝐼𝑁)

◼ Unity gain frequency (𝑈𝐺𝐹)

◼ Phase margin (𝑃𝑀)

maximize 𝐺𝐴𝐼𝑁 dB ,𝑈𝐺𝐹 MHz , 𝑃𝑀(°)

s. t. 𝐺𝐴𝐼𝑁 ≥ 80 dB,
𝑈𝐺𝐹 ≥ 10 MHz,
𝑃𝑀 ≥ 60 °.

(12)
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Two-Stage Operational Amplifier
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Conclusion

◼ This paper introduces an innovative approach for multi-

objective optimization in analog circuit sizing, specifically 

targeting constrained optimization problems.

◼ Our proposed method is based on asynchronous batch 

optimization and incorporates a DRS strategy within the 

EHVI acquisition function.

◼ Furthermore, our acquisition function’s ability to transform 

constrained multi-objective problems into unconstrained 

single-objective problems opens up possibilities for exploring 

various efficient optimization techniques in future research 

endeavors.
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Thanks for listening!

Q&A


