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Three architectural paradigms of DNN accelerators: 
(a)non-pipeline: a unified accelerator processing all layers

(b) full-pipeline: Dedicated accelerators tailored for each individual DNN 

layer, fully pipelined

(c) fused-pipeline : Pipelined accelerators of fused layer groups
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Non-pipeline: need to accommodate diverse DNN layers, 

frequent off-chip memory access

Full-pipeline: scarce resource and large on-chip 

buffering demand with increasing model depth; pipeline 

imbalance

Fused-pipeline: improved pipeline balance; alleviate 

resource constraints; less on-chip storage demand
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Contribution:

• We leverage the layer fusion technique and fused-pipeline architecture 

for DNN accelerator deployment.

• We develop an end-to-end automation framework, PipeFuser, for 

fused-pipeline deployment.

• A GA-based co-design engine for fast fusion strategy determination.

• Competitive performance with significant performance speedup and 

higher flexibility compared to non-pipeline and full-pipeline architectures.
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Background on Layer Fusion Technique
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First proposed in [1]

Combined with tiling technique

Reduces intermediate data transfer between on-chip and off-chip within 

the fusion group 

[1]M. Alwani, H. Chen, M. Ferdman, and P. Milder, “Fused-layer cnn accelerators,” 

in MICRO, 2016. 



Performance analysis via Roofline Model
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• Compute-To-Communication (CTC) ratio: # of MAC operations per byte

• Full-pipeline and fused-pipeline: computation-bounded

• Fused-pipeline arechitecture is more resource-efficient and 

performance-optimized
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• Challenge 1: How to formulate an efficient fusion strategy.

• Challenge 2: How to explore the expansive mapping space.

↓

Co-optimization problem
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Framework Overview
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Three main components of 

PipeFuser:

Model/Hardware Parser

Co-design Engine

Hardware generator



Microarchitecture and Computation Flow
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Microarchitecture of Pipefuser

Modules:

• Computation

• Memory

• Control Unit

Computation Flow



Co-design Engine
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The co-design Engine is based on a Genetic Algorithm

GA is a search heuristic inspired by the process of natural selection

Four phases are considered in the GA:

• Initialization 

• Crossover

• Mutation

• Evaluation and Selection



Co-design Engine
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The fusion and mapping parameters (template parameters) need to be 

encoded into genome form first

Notation:

Tr and Tc: dimensions of the tile size (global)

Tm and Tn: parallelism dimensions

G: array of layers that are fused together

Total number of chromosomes = The number of 

fusion groups = the number of accelerators



Co-design Engine
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Algorithm Flow Initialization: initialize  population X of T individuals

Crossover:

• directly swapping Tr and Tc between two sets of 

solutions. 

• Tm and Tn are swapped within the same fusion 

group

Mutation:

• Mutation-Parallel-Dim

• Mutation-Tile Size

• Mutation-Group

Evaluation and Selection: tournament selection
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Experiment Setup

• Platform

Xilinx Alveo U200 FPGA hosted on Intel Xeon Server CPU (Gold 

5218R@2.10GHz) , synthesized with Vitis 2022.1

• Hardware Baseline

non-pipeline: HybridDNN[1], FlexCNN[2]

full-pipeline: DNNbuilder[3], TGPA[4]

hybrid architecture: DNNExplorer[5]

segment-grained pipeline: Deepburning-SEG[6]

• DNN Workload

VGGNet, ResNet

8-bit fixed-point data representation
[1] H. Ye, X. Zhang, Z. Huang, G. Chen, and D. Chen, “Hybriddnn: A framework for high-performance hybrid dnn accelerator design and implementation,” in DAC, 2020.

[2] S. Basalama, A. Sohrabizadeh, J. Wang, L. Guo, and J. Cong, “Flexcnn: An end-to-end framework for composing cnn accelerators on fpga,” in TRETS, 2023. 

[3] X. Zhang, J. Wang, C. Zhu, Y. Lin, J. Xiong, W.-m. Hwu, and D. Chen, “Dnnbuilder: An automated tool for building high-performance dnn hardware accelerators for 

fpgas,” in ICCAD, 2018.

[4] X. Wei, Y. Liang, X. Li, C. H. Yu, P. Zhang, and J. Cong, “Tgpa: Tile-grained pipeline architecture for low latency cnn inference,” in ICCAD, 2018. 

[5] X. Zhang and D. Chen, “Dnnexplorer: a framework for modeling and exploring a novel paradigm of fpga-based dnn accelerator,” in ICCAD, 2020.

[6] X. Cai, Y. Wang, X. Ma, Y. Han, and L. Zhang, “Deepburning-seg: Generating dnn accelerators of segment-grained pipeline architecture,” in MICRO, 2022.



Experiment: Comparison with Previous Designs 



Experiment: Full-pipeline vs Fused-pipeline 



Experiment: Scalability Evaluation

• With Limited Resources

• With Increasing Layer Depth
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Conclusion

PipeFuser

• Optimized Fused-Pipeline Architecture

• Automated End-to-End Framework

GA-based Co-design Engine

• Evaluation

• Higher Throughput than Non-pipeline and Full-pipeline Architectures

• Higher DSP density

• Better Deployment Flexibility
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