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Background

Edge devices are everywhere

AI empowers edge devices more intelligence 
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Continual Learning !

smartphone drone robot



Background1

Edge Devices

Data

Privacy Concern

Require Internet

Cloud platform



• Catastrophic Forgett ing 

• Model training on a new task tends to "forget" the knowledge learned from 

previous tasks

• Key idea is to make trade-off between learning plasticity and memory 

stability for gaining generalizability

Challenge

A Comprehensive Survey of Forgetting in Deep Learning Beyond Continual Learning [Wang et al., TPAMI 2024]
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• Limited Resource in Edge Device

• L im i ted  computa t iona l  power  and  memory

• Tra in ing  consumes more  than  in fe rence

• Memory has  become the  p r imary bo t t leneck  in  A I  app l i ca t ions

Challenge2

AI and Memory Wall [GHOLAMI et al., Micro 2024]
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• Motivat ion

• CL process has the potential to leverage previous knowledge when training on 

new tasks             Redundancy in training 

Method3

Evaluate

Compress

Memorize

generalizability

layers



• CL Sett ing

Method3
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• Analysis of Generalizabil i ty

• Memory stability (MS) and Learning plasticity (LP) are two different 

characteristics of generalizability

• MS denotes the loss of previous knowledge

• LP denotes the adaptation to new knowledge

Method3

A Comprehensive Survey of Forgetting in Deep Learning Beyond Continual Learning [Wang et al., TPAMI 2024]



• Analysis of Generalizabil i ty

• During CL, lower and middle layers have strong generalizability, and deeper 

layers have less generalizability

Method3

LPMS



• Proposed Architecture

Method3



• Maintain Generalizabil i ty

• Freezing lower and middle layers to maintain generalizability during CL 

• Reduce resource consumption and maintain generalized knowledge 

• Memorize Feature Patterns

• Feature maps consume lower consumption in deeper layers

• The output mode of feature mapping is not related to sample information, but to 

the location of feature map

• Regulate features important for previous tasks during learning new task 

without accessing to previous samples

Method3



• Memorize Feature Patterns

• Select references

• Recognize important positions by 𝒍𝟏-norm with certain ratio

• All important positions are stored in 𝑰 = 𝒊, 𝒋

• Select a few samples from the new task to run it on the model and get

feature map standards, called 𝑭𝑺, as references

• Regulat ion

• Whole loss funct ion

Method3



• Scenarios

• Task incremental learning (TIL) and Class incremental learning (CIL) scenarios

• Models

• ResNet-18 and ResNet-50 (pretrained on the ImageNet32×32)

• Datasets

• Split CIFAR-10 (5 tasks) and Split Tiny-ImageNet (10 tasks) datasets

• Metrics

Experimental Results4
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• Main Result

Experimental Results4

reduce at most 6.16×



• Other Results

• Training from scratch

• First task as pretraining process

and LightCL is conducted on the

subsequent tasks

• Still outstanding in ResNet-18 and

ResNet-50

Experimental Results4



• Other Results

Experimental Results4

Training on Jetson Nano B01



• Ablation Study

• All CL methods can enhance

performance with the pre-trained

model

• Maintain Generalizability can

even further enhance performance

• Memorize Feature Patterns can

further increase accuracy

Experimental Results4



• It is the first study to propose two new metrics of learning plasticity (LP)

and memory stability (MS) to quantitatively evaluate generalizability

• Lower and middle layers have more generalizability, while deeper layers

hold the opposite.

• We propose a new method, LightCL, to overcome catastrophic forgetting

through Maintain Generalizability and Memorize Feature Patterns

• LightCL shows great improvement in delaying forgetting and memory

efficiency

Conclusion5
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