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What is Multi-Bit Flip-Flop (MBFF)?

◼ By clustering FFs together

◼ Share a common clock pin

◼ Save internal inverters

◼ Advances by clustering

◼ Simplify clock tree structure

◼ Reduce power
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Our Approach
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Step 1. Flip-Flop Distance Estimation
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◼ Consider physical locality

◼ FF with shorter distance will result in better timing

◼ Run placement in floorplan mode

◼ ~87 times speedup compared to normal placement

◼ Calculate Manhattan distance

◼ Apply threshold distance to filter FF combinations



Step 2. Signal Path Timing Estimation
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◼ Based on NLP-based timing prediction model

◼ Embedded with basic gate features and global features

◼ Trained as regression model using golden delays without MBFF clustering

◼ Estimate both input and output delay



Step 3. MBFF Clustering Algorithm
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◼ Conflict graph

◼ Each node -> one possible FF pair

◼ Each edge -> share a same FF between two nodes

◼ After select one node, should delete all adjoining nodes



Step 3. MBFF Clustering Algorithm
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minimum c

a) Build conflict graph based on all filtered FF pairs in Step 1

b) Assign weight of each node as potential power reduction amount

c) Calculate coefficient c (show in next few slides)

d) Find, select, and cluster the node with smallest coefficient c



Step 3. MBFF Clustering Algorithm
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minimum c

e) Repeat above steps until all nodes are selected

f) Release the distance threshold to introduce more possible FF 

pairs into consideration

g) Iterate until no more MBFF can be further clustered



Step 3. MBFF Clustering Algorithm
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based on useful skew optimization

◼ The coefficient c is calculated by:



Step 3. MBFF Clustering Algorithm
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Smaller results in better QoR



Experiment Setup
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◼ Commercial EDA tools and flow

◼ 28nm technology node PDK

◼ Standard cell library and 2-bit MBFF library

◼ One OpenRISC core & six IWLS 2005 benchmark



Experiment Results
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Experiment Results
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One state-of-the-art pre-placement 

MBFF clustering algorithm based 

on pure logic locality.



Experiment Results
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Experiment Results
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Experiment Results
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37.97%

33.91%



Conclusions
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◼ An early stage MBFF clustering algorithm with both physical 

and timing awareness.

◼ Promise the final timing condition while reducing power 

through MBFF clustering and useful skew optimization.

◼ Without many iterations through placment and route, the 

proposed flow only needs to execute the flow for one time.

◼ The algorithm is implemented on commercial EDA tools and 

flow, and is capable to work with other power reduction 

techniques easily.



Thank you!
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Time for Q&A


