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Introduction

• Multi-FPGA system (MFS) is widely 
employed for logic emulation and 
simulation acceleration.

• The capacity of a single FPGA is 
relatively limited.

• How to effectively partition and map 
the circuit netlist into MFS is of 
concern.



Hypergraph Partitioning

• The netlist is converted to 
abstract hypergraph first.

• Hyperedges in hypergraph can 
have more than two vertices.

• Hypergraph partitioning is NP-
hard.



Multilevel Partitioning Engine

• The multilevel framework consist of 
three main phases: Coarsening, Initial 
Partitioning, Refinement.
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Problem Formulation

• Multiple Constraints
– Mainly, the total resources occupied by vertices assigned to a single 

block cannot exceed a threshold (better if balanced).

–          can be a vector to represent different resources.

– Other constraints: fixed vertex constraint, grouping constraint, 
interconnection constraint, topology constraint......



Problem Formulation

• Cutsize
– A most important optimization objective.

– Edge weight * Number of blocks    being assigned to.

Drain nodes
Source nodes
Edge weight



Hypergraph Modeling

• VLSI circuits are usually designed in a hierarchical manner. Flattening 
the hierarchical netlist is the first task of the hypergraph modeling.

• Observation: Leverage the hierarchical information.
– Keep some hierarchical cells unflattened.
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Adaptive Flattening

• Flattening the hierarchical netlist is the first task of the hypergraph 
modeling.
– A trivial method is to flatten all the hierarchical cells.
– Leading to huge hypergraph.



Adaptive Flattening

• Try: Keep some hierachycal cells as hypernodes.

• To reduce cutsize and satisfy resource balance:
– Each hypernode should not be too huge.
– Dense internal connections, sparse external connections -> Tend to keep.
– Otherwise -> Tend to flatten.



Adaptive Flattening

• Calculate resources based on Dynamical 
Programming on the netlist DAG.

• Decide whether to flatten based on 
    resourcces and density.

• Density:
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Clock Modeling

• Another nontrivial task in the hypergrpah modeling is the clock 
modeling which preserves the information of clock nets needed for 
deploying sub-netlists later.

• Ports, nets connected to a clock signal port 
    should be labeled.

• Some primitive cells transmit clock signal.
– Hierarchical cells exist after adaptive flattening.
– The propagation of clock signal within them 
    needs to be considered.



Clock Modeling

• Search the hypergraph by BFS.

• When encounter hierarchical cells, 
temp-flatten it.
– Check whether the primitive cells inside 

transmit clock signal.
– Execute recursively if encounter hierarchical 

cells inside.

• BFS starts from different top-level clock 
signal port. 
– Can be parallelized.
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Conclusion

• The proposed adaptive flattening and clock modeling method 
efficiently construct the hypergraph for partitioning.

• The hypergraph is of an appropriate scale, which greatly cuts 
down the time of hypergraph partitioning while preserving the 
solution quality.
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